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Publisher: Instituto de Matemática Aplicada del Litoral IMAL (CCT CONICET Santa Fe – UNL)

�
https://imal.conicet.gov.ar
https://imal.conicet.gov.ar/preprints-del-imal

Publishing Director: Dra. Estefanı́a Dalmasso

% edalmasso@santafe-conicet.gov.ar

https://imal.conicet.gov.ar
https://imal.conicet.gov.ar/preprints-del-imal
mailto:edalmasso@santafe-conicet.gov.ar


ENDPOINT ESTIMATES FOR HARMONIC ANALYSIS

OPERATORS ASSOCIATED WITH LAGUERRE POLYNOMIAL

EXPANSIONS

JORGE J. BETANCOR, ESTEFANÍA DALMASSO, PABLO QUIJANO,

AND ROBERTO SCOTTO

Abstract. In this paper we give a criterion to prove boundedness results

for several operators from H1((0,∞), γα) to L1((0,∞), γα) and also from
L∞((0,∞), γα) to BMO((0,∞), γα), with respect to the probability mea-

sure dγα(x) =
2

Γ(α+1)
x2α+1e−x2

dx on (0,∞) when α > − 1
2
. We shall apply

it to establish endpoint estimates for Riesz transforms, maximal operators,
Littlewood-Paley functions, multipliers of Laplace transform type, fractional

integrals and variation operators in the Laguerre setting.

1. Introduction and main results

We will consider harmonic analysis operators associated with Laguerre polyno-
mial expansions and establish some endpoint estimates for them. More precisely,
we shall prove their boundedness from H1((0,∞), γα) to L1((0,∞), γα) and from

L∞((0,∞), γα) to BMO((0,∞), γα), where dγα(x) =
2

Γ(α+1)x
2α+1e−x

2

dx on (0,∞),

for α > − 1
2 .

We first recall the definitions and the main properties of Hardy and BMO spaces
in our setting. We introduce the function m(x) = min

{
1, 1x

}
, x ∈ (0,∞). Given

a > 0, an interval (x − r, x + r), with 0 < r ≤ x, is said to be in Ba when
0 < r ≤ am(x). We denote I(x, r) := (x− r, x+ r)∩ (0,∞), for every x, r ∈ (0,∞).
Clearly, the measure γα is not doubling but it has the doubling property on the
intervals of each family Ba, that is, there exists Ca > 0 for which

γα(I(x, 2r)) ≤ Caγα(I(x, r)),

provided that I(x, r) ∈ Ba.
Let 1 < q ≤ ∞. We say that a measurable function b defined on (0,∞) is an

(a, q, α)-atom when b(x) = 1 for every x ∈ (0,∞), or there exists 0 < r0 ≤ x0 such
that I(x0, r0) ∈ Ba and the following properties are satisfied:

(i) supp(b) ⊂ I(x0, r0);

(ii) ∥b∥Lq((0,∞),γα) ≤ γα(I(x0, r0))
1
q−1, being 1

q = 0 when q = ∞;

(iii)
∫∞
0
b(y)dγα(y) = 0.

A function f ∈ L1((0,∞), γα) is said to be in H1,q
a ((0,∞), γα) when f =

∑∞
j=0 λjbj

where, for every j ∈ N, bj is an (a, q, α)-atom and λj ∈ C being
∑∞
j=0 |λj | <∞. If
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2 J. J. BETANCOR, E. DALMASSO, P. QUIJANO, AND R. SCOTTO

f ∈ H1,q
a ((0,∞), γα) we define

∥f∥H1,q
a ((0,∞),γα) = inf

∞∑
j=0

|λj |.

Here the infimum is taken over all the sequences {λj}j∈N of complex numbers such
that

∑∞
j=0 |λj | < ∞ and f =

∑∞
j=0 λjbj , where bj is an (a, q, α)-atom, for every

j ∈ N. The space H1,q
a ((0,∞), γα) is endowed with the topology associated with

the norm ∥ · ∥H1,q
a ((0,∞),γα). Thus, H

1,q
a ((0,∞), γα) is a Banach space.

These Hardy spaces H1,q
a ((0,∞), γα) were introduced and studied in [4], where

the authors gave a characterization of H1,q
a ((0,∞), γα) by using a local maximal

function. The space H1,q
a ((0,∞), γα) actually does not depend on a and q ([4,

Theorem 1.1]). To simplify, we write H1((0,∞), γα) instead of H1,q
a ((0,∞), γα),

a > 0 and 1 < q ≤ ∞.
We shall now define our BMO space. Let a > 0. We say that a function

f ∈ L1((0,∞), γα) is in BMOa((0,∞), γα) when

∥f∥∗,a,α := sup
I∈Ba

1

γα(I)

∫
I

|f(y)− fI |dγα(y) <∞,

where fI := 1
γα(I)

∫
I
f(y)dγα(y), for each I ∈ Ba. We also define, for every

f ∈ BMOa((0,∞), γα),

∥f∥BMOa((0,∞),γα) = ∥f∥L1((0,∞),γα) + ∥f∥∗,a,α.

The space
(
BMOa((0,∞), γα), ∥ · ∥BMOa((0,∞),γα)

)
is a Banach space when the func-

tions differing by a constant are identified.
As it happens with the Hardy space, the BMOa((0,∞), γα) space does not

depend on the parameter a. Hence, we may write BMO((0,∞), γα) instead of
BMOa((0,∞), γα), and ∥ · ∥∗,α instead of ∥ · ∥∗,a,α.

We now state the main properties of the space BMO((0,∞), γα) that can be
proved as the corresponding properties for the BMO space associated with the
Gaussian measure (see [18]).

Theorem 1.1. Let α > − 1
2 .

(a) The dual space of H1((0,∞), γα) can be identified with BMO((0,∞), γα).
(b) (John-Nirenberg type inequality) There exist c, C > 0 such that, for every

f ∈ BMO((0,∞), γα) and every I ∈ B1,

γα ({x ∈ I : |f(x)− fI | > λ}) ≤ C exp

(
− cλ

∥f∥∗,α

)
γα(I).

The key result for the aforementioned endpoint estimates for the harmonic anal-
ysis operators associated with Laguerre expansions will be a boundedness criterion,
in the spirit of a similar result given in [18] on the Gaussian setting.

We shall be dealing with the following two classes of operators T , namely:

(I) T is a linear operator defined on L2((0,∞), γα) into the space of mea-
surable functions on (0,∞) such that, for a certain measurable function
K : ((0,∞)× (0,∞)) \D → C, where D = {(x, x) : x ∈ (0,∞)},

T (f)(x) =

∫ ∞

0

K(x, y)f(y)dγα(y), x ∈ (0,∞) \ supp(f),

with f ∈ L2((0,∞), γα).
(II) For every t > 0, Tt is a linear operator defined on L2((0,∞), γα) into the

space of measurable functions such that, for a certain measurable function
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ENDPOINT ESTIMATES FOR OPERATORS IN THE LAGUERRE SETTING 3

Kt : (0,∞)× (0,∞) → C,

Tt(f)(x) =

∫ ∞

0

Kt(x, y)f(y)dγα(y), x ∈ (0,∞),

where f ∈ L2((0,∞), γα). Suppose now that (X, ∥ · ∥X) is a Banach space
of measurable complex functions defined on (0,∞), that the function

((0,∞)× (0,∞)) \D → X,

(x, y) 7→ K(·)(x, y),

is X-strongly measurable and that, for every f ∈ L∞((0,∞), γα), the inte-
gral

∫∞
0

∥K(·)(x, y)∥Xf(y)dγα(y) <∞, for every x ∈ (0,∞) \ supp(f). The
operator T is defined by

T (f) = ∥Tt(f)∥X , f ∈ L2((0,∞), γα).

Note that (II)-type operators are special cases of the so-called almost linear oper-
ators.

The boundedness criterion can be now stated.

Theorem 1.2. Let α > − 1
2 . Suppose T is an operator as above, that is, T is of

(I)-type or (II)-type.

(a) Assume that T is bounded on L2((0,∞), γα) and

sup
I∈B1

sup
x,z∈I

∫
(2I)c

∥Kt(x, y)−Kt(z, y)∥Xdγα(y) <∞, (1.1)

where X = C when the operator T is of (I)-type. Then, T is bounded from
L∞((0,∞), γα) into BMO((0,∞), γα).

(b) Assume that T is bounded on L2((0,∞), γα) and it can be extended from
L2((0,∞), γα) to L

1((0,∞), γα) as a bounded operator from L1((0,∞), γα)
into L1,∞((0,∞), γα). Also, suppose that

sup
I∈B1

sup
y,z∈I

∫
(2I)c

∥Kt(x, y)−Kt(x, z)∥Xdγα(x) <∞, (1.2)

where, as above, X = C when T is of (I)-type. Then, T can be extended
from H1((0,∞), γα) ∩ L2((0,∞), γα) to H

1((0,∞), γα) as a bounded oper-
ator from H1((0,∞), γα) into L

1((0,∞), γα).

Remark 1.3. If the kernel Kt has certain regularity, conditions (1.1) and (1.2) can
be deduced from

sup
I∈B1

rI sup
x∈I

∫
(2I)c

∥∂xKt(x, y)∥Xdγα(y) <∞, (1.3)

and

sup
I∈B1

rI sup
y∈I

∫
(2I)c

∥∂yKt(x, y)∥Xdγα(x) <∞, (1.4)

respectively, being rI the radius of the interval I.

We now present the setting and the operators we shall be dealing with. Let
α > − 1

2 . For every k ∈ N, the Laguerre polynomial Lαk of order α and degree k is
defined as in ([17])

Lαk (x) =

√
Γ(α+ 1)

Γ(α+ k + 1)k!
exx−α

dk

dxk
(
e−xxα+1

)
, x ∈ (0,∞).

We consider the Laguerre operator ∆̃α given by

∆̃α(f)(x) = −1

4

(
d2

dx2
+

(
2α+ 1

x
− 2x

)
d

dx

)
f(x), f ∈ C2(0,∞).
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4 J. J. BETANCOR, E. DALMASSO, P. QUIJANO, AND R. SCOTTO

By defining, for every k ∈ N, Lαk (x) = Lαk (x
2), x ∈ (0,∞), the sequence {Lαk}k∈N is

an orthonormal basis in L2((0,∞), γα). Furthermore, ∆̃αLαk = kLαk , for any k ∈ N.
For every f ∈ L1((0,∞), γα), we set

cαk (f) =

∫ ∞

0

f(x)Lαk (x)dγα(x), k ∈ N.

We consider the operator ∆α given by

∆α(f) =
∞∑
k=0

kcαk (f)Lαk , f ∈ D(∆α),

where D(∆α) = {f ∈ L2((0,∞), γα) :
∑∞
k=0 |kcαk (f)|2 < ∞}. We have that

∆α(f) = ∆̃α(f) for every f ∈ C∞
c (0,∞), the space of smooth functions with

compact support in (0,∞). The operator ∆α is a self-adjoint and positive opera-
tor. Moreover, the operator −∆α generates a semigroup of operators {Wα

t }t>0 in
L2((0,∞), γα) where, for every t > 0,

Wα
t (f) =

∞∑
k=0

e−ktcαk (f)Lαk , f ∈ L2((0,∞), γα).

By using the Hille-Hardy formula ([17, (4.17.6)]) we can write, for every x, y, t > 0

∞∑
k=0

e−ktLαk (x)Lαk (y) =
Γ(α+ 1)

1− e−t

(
e−t/2xy

)−α
Iα

(
2e−t/2xy

1− e−t

)
e
− e−t(x2+y2)

1−e−t , (1.5)

where Iα denotes the modified Bessel function of the first kind and order α.
We get, for every f ∈ L2((0,∞), γα) and t > 0,

Wα
t (f)(x) =

∫ ∞

0

Wα
t (x, y)f(y)dγα(y), x ∈ (0,∞), (1.6)

being Wα
t (x, y) the right-hand side of (1.5), for x, y, t ∈ (0,∞).

The integral in (1.6) is absolutely convergent for every f ∈ Lp((0,∞), γα), with
1 ≤ p < ∞. Furthermore, by defining, for every t > 0, Wα

t on Lp((0,∞), γα),
1 ≤ p < ∞, by (1.6) {Wα

t }t>0 turns out to be a symmetric diffusion semigroup in
the sense of Stein ([30]).

We define the subordinated Poisson semigroup {Pαt }t>0 associated with the La-
guerre operator ∆α by

Pαt (f) =
t

2
√
π

∫ ∞

0

e−t
2/(4u)Wα

u (f)
du

u3/2
, t > 0. (1.7)

Thus, {Pαt }t>0 is a symmetric diffusion semigroup in the sense of Stein ([30]) as
well.

Given k ∈ N, the maximal operator Pα∗,k is given by

Pα∗,k(f)(x) = sup
t>0

∣∣tk∂kt Pαt (f)(x)∣∣ , x ∈ (0,∞).

According to [30, p. 73] we have that Pα∗,0 is bounded on Lp((0,∞), γα), for ev-
ery 1 < p < ∞. The maximal operator Wα

∗ associated with the heat semigroup
{Wα

t }t>0 was studied by Muckenhoupt ([22]) (see also [7]). From Muckenhoupt’s
results it follows that Pα∗,0 is bounded from L1((0,∞), γα) into L1,∞((0,∞), γα).
The Laguerre semigroup {Wα

t }t>0 can be extended to complex values of the pa-
rameter t. The corresponding maximal operator was studied in [29]. From [15,
Remark 4.3] the operator Pα∗,k is bounded on Lp((0,∞), γα), for every 1 < p < ∞
and k ∈ N. By using [6, Theorem 1.1] we deduce that Pα∗,k is also bounded from

L1((0,∞), γα) into L
1,∞((0,∞), γα), for every k ∈ N.

Prep
rin

t

IMAL PREPRINT # 2022-0058
ISSN 2451-7100 
Publication date: October 27, 2022



ENDPOINT ESTIMATES FOR OPERATORS IN THE LAGUERRE SETTING 5

The Littlewood-Paley functions associated with the semigroup {Pαt }t>0 can be
defined as follows. For every n, k ∈ N with n + k ≥ 1, we consider the square
function gαn,k given by

gαn,k(f)(x) =

(∫ ∞

0

∣∣tn+k∂nx∂kt Pαt (f)(x)∣∣2 dtt
)1/2

, x ∈ (0,∞).

According to [30, Chapter 4, Section 6, Corollary 1], for every 1 < p < ∞ and
k ∈ N, k ≥ 1, gα0,k is bounded on Lp((0,∞), γα). Moreover, in [6, Theorem 1.2]

it was proved that gα0,k is bounded from L1((0,∞), γα) into L1,∞((0,∞), γα), for

every k ∈ N, k ≥ 1. The authors proved in [3, Theorem 1.1, (c)] that gαn,k is

bounded on Lp((0,∞), γα), for every 1 < p <∞ and n, k ∈ N with n+ k ≥ 1. It is
worth mentioning that Nowak ([23, Theorems 6 and 7]) established Lp-boundedness
properties for Littlewood-Paley functions involving spatial derivatives (n > 0) in
other Laguerre contexts.

We now introduce the multipliers of Laplace transform type. A measurable
function M is said to be of Laplace transform type when

M(x) = x

∫ ∞

0

e−xyϕ(y)dy, x ∈ (0,∞),

where ϕ ∈ L∞(0,∞). Note that M ∈ L∞(0,∞) provided that M is of Laplace
transform type. We define the multiplier TαM by

TαM (f) =
∞∑
k=1

M
(√

k
)
cαk (f)Lαk , f ∈ L2((0,∞), γα).

SinceM ∈ L∞(0,∞), TαM is bounded on L2((0,∞), γα). By [30, Corollary 3, p. 121]
TαM can be extended from L2((0,∞), γα) ∩ Lp((0,∞), γα) to Lp((0,∞), γα) as a
bounded operator on Lp((0,∞), γα), for every 1 < p < ∞. When β > 0 and
ϕ(y) = 1

Γ(1−2βi)y
−2βi, for y ∈ (0,∞), then TαM = ∆βi

α .

Let ω > 0. We define the negative power ∆−ω
α of ∆α by

∆−ω
α (f)(x) =

∞∑
k=1

k−ωcαk (f)Lαk , f ∈ L2((0,∞), γα).

Thus, ∆−ω
α is bounded on L2((0,∞), γα). Note that the function M(x) = x−2ω,

for x ∈ (0,∞), is not of Laplace transform type, so ∆−ω
α does not fall in the

scope of multipliers of Laplace transform type. The operator ∆−ω
α can be ex-

tended from L2((0,∞), γα) ∩ Lp((0,∞), γα) to L
p((0,∞), γα) as a bounded opera-

tor on Lp((0,∞), γα), for every 1 < p < ∞ (see [20, Lemma 2.2] for the Ornstein-
Uhlenbeck operator case). However, ∆−ω

α is not bounded from L1((0,∞), γα) into
L1,∞((0,∞), γα) (see [10, Proposition 6.2] for the Ornstein-Uhlenbeck operator
case).

Let n ∈ N, n ≥ 1. We define the n-th order Riesz transform Rnα associated with
∆α as follows. For every f ∈ L2((0,∞), γα),

Rnα(f) =
∞∑
k=1

1

kn/2
cαk (f)

dn

dxn
Lαk .

By [24], Rnα is bounded on L2((0,∞), γα). For every f ∈ L2((0,∞), γα) we have
that

Rnα(f)(x) =

∫ ∞

0

Kn
α(x, y)f(y)dγα(y), a.e. x ∈ (0,∞) \ supp(f),
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6 J. J. BETANCOR, E. DALMASSO, P. QUIJANO, AND R. SCOTTO

where

Kn
α(x, y) =

1

Γ(n/2)

∫ ∞

0

t−1+n/2Wα
t (x, y)dt, x, y ∈ (0,∞), x ̸= y.

By [5, Theorem 1.1], [26, Theorem 1.1], and [23, Theorem 13] we deduce that each
Rnα can be extended from L2((0,∞), γα) ∩ Lp((0,∞), γα) to Lp((0,∞), γα) as a
bounded operator on Lp((0,∞), γα), for every 1 < p < ∞. Furthermore, R1

α can
be extended from L2((0,∞), γα) ∩ L1((0,∞), γα) to L1((0,∞), γα) as a bounded
operator from L1((0,∞), γα) into L

1,∞((0,∞), γα) (see [9]).
Finally, we present variation operators. Let ρ > 2. If F is a complex valued and

measurable function defined on (0,∞), we define the ρ-variation Vρ({F (t)}t>0) as
follows

Vρ({F (t)}t>0) = sup
0<tN<tN−1<...<t1, N∈N, N≥1

N−1∑
j=1

|F (tj)− F (tj+1)|ρ
1/ρ

.

According to [16, Corollary 6.1] (see also [14, Theorem 3.3]), the ρ-variation opera-
tor Vρ({tk∂kt Pαt }t>0), k ∈ N, is bounded on Lp((0,∞), γα), 1 < p <∞. Later, in [6,
Theorem 1.1] it was proved that Vρ({tk∂kt Pαt }t>0) is bounded from L1((0,∞), γα)
into L1,∞((0,∞), γα).

Other results for the above harmonic analysis operators in the ∆α-setting can
be found in [1, 3, 8, 13, 12, 27, 28].

In the following we establish the endpoints inequalities for the operators we have
just introduced.

Theorem 1.4. Let α > − 1
2 and ρ > 2.

(a) The operators Pα∗,k for k ∈ N, gαn,k for n, k ∈ N with n + k ≥ 1, Rnα for

n ∈ N, n ≥ 1, Vρ({tk∂kt Pαt }t>0) for k ∈ N, ∆−ω
α for ω > 0, and TαM where

M is of Laplace transform type, are all bounded from L∞((0,∞), γα) into
BMO((0,∞), γα).

(b) The operators Pα∗,k for k ∈ N, gα0,k for k ∈ N, k ≥ 1, R1
α, Vρ({tk∂kt Pαt }t>0)

for k ∈ N, ∆−ω
α for ω > 0, and TαM where M is of Laplace transform type,

can be extended from L2((0,∞), γα) ∩H1((0,∞), γα) to H1((0,∞), γα) as
bounded operators from H1((0,∞), γα) to L

1((0,∞), γα).

We remark that endpoint inequalities for Riesz transforms and some spectral
multipliers in the Ornstein-Uhlenbeck setting were proved in [18] and [19].

This paper is organized as follows. In Section 2, we prove Theorem 1.2. In
Section 3 we state several lemmas that will be useful when proving our main theorem
in Section 4.

2. Proof of Theorem 1.2

In order to prove (a) we can proceed as in the proof of [18, Theorem 6.1, (i)]. We
sketch it here. Suppose that T is a (II)-type operator associated with the Banach
space X. When T is an (I)-type operator the proof is similar.

Let f ∈ L∞((0,∞), γα) and I ∈ B1. We define f1 = fχ2I and f2 = f − f1. We
have that Tt(f) = Tt(f1) + Tt(f2), t > 0. Thus, we can write∫

I

|T (f)(x)− ∥(Tt(f))I∥X | dγα(x)

≤
∫
I

∥Tt(f)(x)− (Tt(f))I∥Xdγα(x)

≤
∫
I

∥Tt(f1)(x)− (Tt(f1))I∥Xdγα(x) +
∫
I

∥Tt(f2)(x)− (Tt(f2))I∥Xdγα(x)
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ENDPOINT ESTIMATES FOR OPERATORS IN THE LAGUERRE SETTING 7

≤ 2

∫
I

∥Tt(f1)(x)∥Xdγα(x) +
∫
I

∥Tt(f2)(x)− (Tt(f2))I∥Xdγα(x).

Since T is bounded on L2((0,∞), γα) and γα is doubling on B1, we get

1

γα(I)

∫
I

∥Tt(f1)(x)∥Xdγα(x) ≤
(

1

γα(I)

∫
I

|T (f1)(x)|2dγα(x)
)1/2

≤ C

(
1

γα(I)

∫
2I

|f(x)|2dγα(x)
)1/2

≤ C∥f∥L∞((0,∞),γα).

According to (1.1) and the properties of the Bochner integration we obtain for the
other term

1

γα(I)

∫
I

∥Tt(f2)(x)− (Tt(f2))I∥Xdγα(x)

=
1

(γα(I))2

∫
I

∥∥∥∥∫
I

(Tt(f2)(x)− Tt(f2)(z))dγα(z)

∥∥∥∥
X

dγα(x)

≤ 1

(γα(I))2

∫
I

∫
I

∥∥∥∥∥
∫
(2I)c

(Kt(x, y)−Kt(z, y))f(y)dγα(y)

∥∥∥∥∥
X

dγα(z)dγα(x)

≤ 1

(γα(I))2

∫
I

∫
I

∫
(2I)c

∥Kt(x, y)−Kt(z, y)∥X |f(y)|dγα(y)dγα(z)dγα(x)

≤ ∥f∥L∞((0,∞),γα) sup
x,z∈I

∫
(2I)c

∥Kt(x, y)−Kt(z, y)∥Xdγα(y)

≤ C∥f∥L∞((0,∞),γα).

We conclude that T (f) ∈ BMO((0,∞), γα) and

∥T (f)∥BMO((0,∞),γα) ≤ C∥f∥L∞((0,∞),γα).

Now, we are going to prove (b). In the proof of [18, Theorem 6.1, (ii)] Mauceri
and Meda used the duality between Hardy and BMO spaces. Here we cannot use
duality arguments when we consider (II)-type operators. Assume that T is a (II)-
type operator associated with a Banach space X. For (I)-type operators the same
proof works.

Suppose that b is a (1, 2, α)–atom. If b(x) = 1 for every x ∈ (0,∞), we have that

∥T (b)∥L1((0,∞),γα) ≤ ∥T (b)∥L2((0,∞),γα) ≤ C∥b∥L2((0,∞),γα) ≤ C.

Assume now that 0 < rI ≤ xI are such that I = (xI − rI , xI + rI) ∈ B1 and the
following properties hold

(i) supp(b) ⊂ I;

(ii) ∥b∥L2((0,∞),γα) ≤ γα(I)
− 1

2 ;

(iii)
∫∞
0
b(x)dγα(x) = 0.

We can write∫ ∞

0

|T (b)(x)|dγα(x) =
∫
(2I)∩(0,∞)

|T (b)(x)|dγα(x) +
∫
(0,∞)\(2I)

|T (b)(x)|dγα(x)

= A1 +A2.

Since T is bounded on L2((0,∞), γα), by using (ii) we get

A1 ≤ ∥T (b)∥L2((0,∞),γα)(γα(2I))
1/2 ≤ C∥b∥L2((0,∞),γα)(γα(I))

1/2 ≤ C.

According to (i) and (iii), the properties of (II)-type operators lead to

A2 =

∫
(2I)c

∥∥∥∥∫
I

b(y)(Kt(x, y)−Kt(x, xI))dγα(y)

∥∥∥∥
X

dγα(x)
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8 J. J. BETANCOR, E. DALMASSO, P. QUIJANO, AND R. SCOTTO

≤
∫
I

|b(y)|
∫
(2I)c

∥Kt(x, y)−Kt(x, xI)∥Xdγα(x)dγα(y)

≤ C

∫
I

|b(y)|dγα(y) ≤ C∥b∥L2((0,∞,γα))(γα(I))
1/2 ≤ C.

We conclude that

∥T (b)∥L1((0,∞),γα) ≤ C,

where C > 0 does not depend on b.
By proceeding as in the end of the proof of [4, Theorem 1.2] we can finish this one.

Indeed, suppose that f =
∑∞
j=0 λjbj , where, for every j ∈ N, bj is a (1, 2, α)–atom

and λj ∈ C being
∑∞
j=0 |λj | <∞. The series defining f converges in L1((0,∞), γα).

Since T is bounded from L1((0,∞), γα) into L
1,∞((0,∞), γα) we have that

T (f) = lim
k→∞

T

 k∑
j=0

λjbj

 , in L1,∞((0,∞), γα).

Then, there exists an increasing function ψ : N → N such that

T (f)(x) = lim
k→∞

T

ψ(k)∑
j=0

λjbj

 (x), a.e. x ∈ (0,∞),

and thus, for almost every x ∈ (0,∞),

|T (f)(x)| = lim
k→∞

T

ψ(k)∑
j=0

λjbj

 (x) ≤ lim
k→∞

ψ(k)∑
j=0

|λj |T (bj)(x) =
∞∑
j=0

|λj |T (bj)(x).

It follows that

∥T (f)∥L1((0,∞),γα) ≤
∞∑
j=0

|λj |∥T (bj)∥L1((0,∞),γα) ≤ C

∞∑
j=0

|λj |.

We conclude that ∥T (f)∥L1((0,∞),γα) ≤ C∥f∥H1((0,∞),γα) and the proof is now fin-
ished.

Remark 2.1. Some comments about the proof of Theorem 1.2 (b) are in order.
Under the conditions given in Theorem 1.2 (b) we prove that there exists C > 0 such
that ∥T (b)∥L1((0,∞),γα) ≤ C, for every (1, 2, α)–atom b. We need the operator T

to be bounded from L1((0,∞), γα) into L
1,∞((0,∞), γα) because the results in [21]

and [31] cannot be applied. Note that our underlying space is not of homogeneous
type.

3. Some technical lemmas

In this section we list and prove auxiliary results which are the key ingredients
for the proof of Theorem 1.4.

We begin by establishing some estimates involving the integral kernel of the heat
semigroup {Wα

t }t>0. The integral representation of the modified Bessel function
of the first kind Iν , ν > − 1

2 (see [17, (5.10.22)]), leads to

Wα
t (x, y) =

1

(1− e−t)α+1

∫ 1

−1

exp

(
−
q
(
e−t/2x, y, s

)
1− e−t

+ y2

)
Πα(s)ds,

for x, y, t ∈ (0,∞), where Πα(s) := Γ(α+1)
Γ(α+1/2)

√
π
(1 − s2)α−1/2 for s ∈ (−1, 1) and

q(x, y, s) := x2 + y2 − 2xys for x, y ∈ (0,∞) and s ∈ (−1, 1).
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ENDPOINT ESTIMATES FOR OPERATORS IN THE LAGUERRE SETTING 9

For every n ∈ N, we denote by Hn the Hermite polynomial of degree n given by

Hn(x) = (−1)nex
2 dn

dxn

(
e−x

2
)
, x ∈ R. (3.1)

Notice that for any n ∈ N, x, y, t ∈ (0,∞) and s ∈ (−1, 1) we have that

dn

dxn
exp

(
−
q
(
e−t/2x, y, s

)
1− e−t

)
=

dn

dxn
exp

(
−
(
e−t/2x− ys√

1− e−t

)2
)
e
− 1−s2

1−e−t y
2

=

(
e−t/2√
1− e−t

)n
dn

dzn
e−z

2

∣∣∣∣
z= e−t/2x−ys√

1−e−t

e
− 1−s2

1−e−t y
2

=

(
− e−t/2√

1− e−t

)n
Hn

(
e−t/2x− ys√

1− e−t

)
e
−

q(e−t/2x,y,s)
1−e−t .

Then, given x, y, t ∈ (0,∞),

∂nxW
α
t (x, y) =

1

(1− e−t)α+1

(
− e−t/2√

1− e−t

)n
×
∫ 1

−1

Hn

(
e−t/2x− ys√

1− e−t

)
e
−

q(e−t/2x,y,s)
1−e−t +y2

Πα(s)ds,

and we can also see that

∂y∂xW
α
t (x, y) =

2e−t/2

(1− e−t)α+3/2

∫ 1

−1

e
−

q(e−t/2x,y,s)
1−e−t +y2

×

(
s√

1− e−t
+

2e−t/2
(
e−t/2y − xs

) (
e−t/2x− ys

)
(1− e−t)3/2

)
Πα(s)ds.

From all of the above and considering, as usual, the change of variables r = e−t/2,
t ∈ (0,∞), we deduce the following result.

Lemma 3.1. Let α > − 1
2 and n ∈ N. There exists C > 0 such that for any

x, y ∈ (0,∞) and r ∈ (0, 1),

∣∣∂nxWα
−2 log r(x, y)

∣∣ ≤ Crn
∫ 1

−1

(
1 +

∣∣∣∣ rx− ys√
1− r2

∣∣∣∣n) e
− q(rx,y,s)

1−r2
+y2

(1− r2)α+1+n
2
Πα(s)ds,

and ∣∣∂y∂xWα
−2 log r(x, y)

∣∣ ≤ Cr

∫ 1

−1

(
|s|√
1− r2

+
2r|ry − xs||rx− ys|

(1− r2)3/2

)

× e
− q(rx,y,s)

1−r2
+y2

(1− r2)α+
3
2

Πα(s)ds.

We now state two lemmas that will be useful for several estimates we will give
below. The first lemma was given in [2, Lemma 4] when σ ∈ N, σ ≥ 1. We include
here the case σ = 0 since it also holds, as the reader can check. The second one
deals with the derivatives of the Poisson kernel, involved in the definition of many
of the operators considered in this article.

Lemma 3.2. Let σ ∈ N. Then∣∣∣∂σt (te− t2

4u

)∣∣∣ ≤ Ce−
t2

8uu
1−σ
2 , t, u ∈ (0,∞).
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10 J. J. BETANCOR, E. DALMASSO, P. QUIJANO, AND R. SCOTTO

Lemma 3.3. Let n, k ∈ N and ℓ = 0, 1. Then, there exists C > 0 such that for
every x, y, t ∈ (0,∞),∣∣tn+k∂ℓy∂n+1−ℓ

x ∂kt P
α
t (x, y)

∣∣ ≤ C

∫ 1

0

∣∣∂ℓy∂n+1−ℓ
x Wα

−2 log r(x, y)
∣∣ tn+ket2/(16 log r)

(− log r)
k
2+1

dr

r
.

Proof. The proof is immediate by the subordination formula and Lemma 3.2 with
u = −2 log r and σ = k, which give∣∣tn+k∂ℓy∂n+1−ℓ

x ∂kt P
α
t (x, y)

∣∣
≤ C

∫ 1

0

∣∣∂ℓy∂n+1−ℓ
x Wα

−2 log r(x, y)
∣∣ tn+k ∣∣∣∂kt (tet2/(8 log r)

)∣∣∣ dr

r(− log r)
3
2

≤ C

∫ 1

0

∣∣∂ℓy∂n+1−ℓ
x Wα

−2 log r(x, y)
∣∣ tn+ket2/(16 log r)

(− log r)
k
2+1

dr

r
. □

The following lemma establishes some properties for the function q, which are
all straightforward from its definition.

Lemma 3.4. Let x, y ∈ (0,∞), r ∈ (0, 1) and s ∈ (−1, 1). Then, the following
estimates hold.

(E0) q(rx,y,s)
1−r2 − y2 = q(x,ry,s)

1−r2 − x2;

(E1) q(x, ry, s) = (x− ry)2 + 2xyr(1− s) and so
(E2) q(x, ry, s) ≥ 2xyr(1− s);
(E3) q(x, ry, s) ≥ r2(x2 + y2) when s ∈ (−1, 0) and
(E4) q(x, ry, s) ≥ r2(x2 + y2)(1− s) when s ∈ [0, 1);
(E5) q(x, ry, s) ≥ x2r2(1− s);
(E6) q(x, ry, s) ≥ y2r2(1− s);
(E7) q(x, ry, s) ≥ (x− rys)2 + y2r2(1− s2);
(E8) q(rx, y, s) ≥ (rx− ys)2.

Many of the estimates on the kernels of the operators considered here will require
the boundedness properties of the functions φ, ψ and ξn, for n ∈ N, defined in the
next lemma.

Lemma 3.5. Let n ∈ N. The functions

φ(r) =
1− r2

− log r
, ψ(r) =

r(− log r)

1− r2
, ξn(r) =

rn(− log r)
n
2 −1

(1− r2)
n
2 −1

,

with φ(0) = ψ(0) = ξn(0) = 0, are bounded on [0, 1].

In what follows, we establish several estimates that will led us to obtain condi-
tions (1.1) and (1.2) in order to prove Theorem 1.4 in Section 4.

In what follows, given I ∈ B1, we denote with cI and rI the center and radius
of I, respectively.

Lemma 3.6. Let α > − 1
2 . There exists C > 0 such that, for any interval I ∈ B1,

sup
y∈I

rI

∫
(2I)c

K(x, y)dγα(x) ≤ C

where

K(x, y) =

∫ 1

0

∫ 1

−1

e
− q(x,ry,s)

2(1−r2)
+x2

(1− r2)α+5/2
Πα(s)dsdr.

Proof. Assume that I ∈ B1 and y ∈ I. For every r ∈
(
1− rI

2(1+y) , 1
)
and x /∈ 2I,

by (E1) we get√
q(x, ry, s) ≥ |x− ry| ≥ |x− y| − (1− r)y ≥ |x− y| − rI

y

2(1 + y)
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≥ |x− y| − rI
2

≥ |x− y|
2

, (3.2)

for any s ∈ (−1, 1).
It yields ∫ 1

−1

∫ 1

1− rI
2(1+y)

e
− q(x,ry,s)

2(1−r2)
dr

(1− r2)α+5/2
Πα(s)ds

≤ C

∫ 1

−1

∫ 1

1− rI
2(1+y)

e
− q(x,ry,s)

4(1−r2)
e
− |x−y|2

16(1−r2)

(1− r2)α+5/2
drΠα(s)ds

≤ C

∫ 1

1− rI
2(1+y)

e
− |x−y|2

16(1−r2)

(1− r2)3/2

∫ 1

−1

Πα(s)

q(x, ry, s)α+1
dsdr,

for x /∈ 2I. According to [25, Lemma 2.1] and (3.2) we obtain∫ 1

−1

∫ 1

1− rI
2(1+y)

e
− q(x,ry,s)

2(1−r2)

(1− r2)α+5/2
drΠα(s)ds

≤ C

∫ 1

1− rI
2(1+y)

e
− |x−y|2

16(1−r2)

(1− r2)3/2
dr

mα(I(x, |x− ry|))

≤ C

∫ 1

1− rI
2(1+y)

e
− |x−y|2

16(1−r2)

(1− r2)3/2
dr

mα(I(x, |x− y|/2))
,

for x /∈ 2I. Here, mα denotes the measure defined by dmα(x) = x2α+1dx in (0,∞).
Also, we can write∫ 1

1− rI
2(1+y)

e
− |x−y|2

16(1−r2)

(1− r2)3/2
dr ≤ C

∫ ∞

0

e−
|x−y|2

u

u3/2
du ≤ C

|x− y|
,

for x /∈ 2I. Then,∫ 1

−1

∫ 1

1− rI
2(1+y)

e
− q(x,ry,s)

2(1−r2)

(1− r2)α+5/2
drΠα(s)ds ≤

C

|x− y|mα(I(x, |x− y|/2))

for any x /∈ 2I.
By using [25, Lemma 2.2] and (E0),∫

(2I)c

∫ 1

−1

∫ 1

1− rI
2(1+y)

e
− q(x,ry,s)

2(1−r2)
+x2

(1− r2)α+5/2
drΠα(s)dsdγα(x)

≤ C

∫
(2I)c

x2α+1

|x− y|2
(
x+ |x−y|

2

)2α+1 dx

≤ C

∫
(2I)c

1

|x− y|2
dx

≤ C

∫ ∞

rI

1

z2
dz

≤ C

rI
.

Here C > 0 does not depend on I or y ∈ I.
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12 J. J. BETANCOR, E. DALMASSO, P. QUIJANO, AND R. SCOTTO

To deal with the remaining term we consider, for every x ∈ (0,∞), the Hankel
translation defined by (see [11])

ατx(f)(y) =

∫ 1

−1

f
(√

x2 + y2 − 2xys
)
Πα(s)ds, x, y ∈ (0,∞),

which is contractive in Lp((0,∞),mα) for every x ∈ (0,∞) and 1 ≤ p ≤ ∞ ([11,
p. 657]).

We deduce that, for every y ∈ I,

∫
(2I)c

∫ 1

−1

∫ 1− rI
2(1+y)

0

e
− q(x,ry,s)

2(1−r2)
+x2

(1− r2)α+5/2
drΠα(s)dsdγα(x)

≤
∫ 1− rI

2(1+y)

0

1

(1− r2)α+5/2

∫ ∞

0

∫ 1

−1

e
− q(x,ry,s)

2(1−r2) Πα(s)dsdmα(x)dr

=

∫ 1− rI
2(1+y)

0

1

(1− r2)α+5/2

∫ ∞

0
ατry

(
e
− z2

2(1−r2)

)
(x)dmα(x)dr

≤
∫ 1− rI

2(1+y)

0

1

(1− r2)α+5/2

∫ ∞

0

e
− z2

2(1−r2) dmα(z)dr

≤
∫ 1− rI

2(1+y)

0

dr

(1− r2)3/2

≤
∫ ∞

rI
2(1+y)

dr

r3/2

≤ C

(
1 + y

rI

)1/2

.

By combining the above estimates we get

sup
y∈I

rI

∫
(2I)c

K(x, y)dγα(x) ≤ C sup
y∈I

(
1 + (rIy)

1/2
)

≤ C
(
1 + (rI(rI + cI))

1/2
)

≤ C,

where C > 0 does not depend on I. □

Lemma 3.7. Let α > − 1
2 and ω > 0. Then there exists C > 0 such that, for every

I ∈ B1,

sup
y∈I

rI

∫
(2I)c

Kω(x, y)dγα(x) ≤ C,

where for x, y ∈ (0,∞) and x ̸= y.

Kω(x, y) =

∫ 1

−1

∫ 1

0

e
− q(x,ry,s)

2(1−r2)
+x2 (− log r)ω−1

(1− r2)α+3/2
Πα(s)dsdr.

Proof. We proceed as in the proof of Lemma 3.6. Let I ∈ B1. Since

1− rI
2(1 + y)

≥ 1

2
, y ∈ (0,∞),

Prep
rin

t

IMAL PREPRINT # 2022-0058
ISSN 2451-7100 
Publication date: October 27, 2022
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and using the boundedness of the function φ given in Lemma 3.5, it follows that

Kω,1(x, y) =

∫ 1

−1

∫ 1

1− rI
2(1+y)

e
− q(x,ry,s)

2(1−r2)
+x2 (− log r)ω−1

(1− r2)α+3/2
Πα(s)drds

C ≤
∫ 1

−1

∫ 1

1− rI
2(1+y)

e
− q(x,ry,s)

2(1−r2)
+x2 Πα(s)

(1− r2)α+5/2−ω drds

≤
∫ 1

−1

∫ 1

1− rI
2(1+y)

e
− q(x,ry,s)

2(1−r2)
+x2 Πα(s)

(1− r2)α+5/2
drds

≤
∫ 1

−1

∫ 1

0

e
− q(x,ry,s)

2(1−r2)
+x2 Πα(s)

(1− r2)α+5/2
drds,

for x, y ∈ (0,∞) and x ̸= y. Lemma 3.6 implies that

sup
y∈I

rI

∫
(2I)c

Kω,1(x, y)dγα(x) ≤ C,

where C > 0 does not depend on I.
On the other hand, we consider, for x, y ∈ (0,∞) and x ̸= y,

Kω,2(x, y) =

∫ 1

−1

∫ 1− rI
2(1+y)

0

e
− q(x,ry,s)

2(1−r2)
+x2 (− log r)ω−1

(1− r2)α+3/2
Πα(s)drds.

Suppose ω ∈ (0, 1]. From Lemma 3.5 we have that

Kω,2(x, y) ≤ C

∫ 1

−1

∫ 1− rI
2(1+y)

0

e
− q(x,ry,s)

2(1−r2)
+x2 Πα(s)

(1− r2)α+5/2
drds.

for x, y ∈ (0,∞) and x ̸= y. By using Lemma 3.6 we deduce that

sup
y∈I

rI

∫
(2I)c

Kω,2(x, y)dγα(x) ≤ C,

for certain C > 0 that does not depend on I, provided that ω ∈ (0, 1].
Assume now that ω > 1. As in the proof of Lemma 3.6, and applying again

Lemma 3.5, we get, for every y ∈ I,∫
(2I)c

Kω,2(x, y)dγα(x) ≤ C

∫ 1− rI
2(1+y)

0

(− log r)ω−1

(1− r)1/2
dr

≤ C

∫ 1

0

(− log r)ω−1

(1− r)1/2
dr ≤ C.

Then, for any ω > 0,

sup
y∈I

rI

∫
(2I)c

Kω,2(x, y)dγα(x) ≤ C,

where C > 0 does not depend on I. □

Lemma 3.8. Let α > − 1
2 . There exists C > 0 such that, for every I ∈ B1,

sup
y∈I

rI

∫
(2I)c

|K(x, y)|dγα(x) ≤ C,

where for x, y ∈ (0,∞),

K(x, y) =

∫ 1

−1

∫ 1

0

φ(r)1/2
∂

∂r

[
e
− q(x,ry,s)

1−r2
+x2
]

rdr

(1− r2)α+3/2
Πα(s)ds.
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14 J. J. BETANCOR, E. DALMASSO, P. QUIJANO, AND R. SCOTTO

Proof. Integrating by parts we get, for x, y ∈ (0,∞),

K(x, y) =

∫ 1

−1

([
φ(r)1/2r

(1− r2)α+3/2
e
− q(x,ry,s)

1−r2
+x2
]r=1

r=0

−
∫ 1

0

∂

∂r

(
φ(r)1/2r

(1− r2)α+3/2

)
e
− q(x,ry,s)

1−r2
+x2
)
Πα(s)ds

= −
∫ 1

−1

∫ 1

0

∂

∂r

(
φ(r)1/2r

(1− r2)α+3/2

)
e
− q(x,ry,s)

1−r2
+x2

drΠα(s)ds.

By virtue of Lemma 3.5, for r ∈ (0, 1), we get∣∣∣∣ ∂∂r
(

φ(r)1/2r

(1− r2)α+3/2

)∣∣∣∣ ≤ C

(1− r2)α+5/2
.

It follows that, for x, y ∈ (0,∞),

|K(x, y)| ≤ C

∫ 1

−1

∫ 1

0

e
− q(x,ry,s)

1−r2
+x2

(1− r2)α+5/2
drΠα(s)ds.

Thus, Lemma 3.6 allows us to finish the proof. □

Lemma 3.9. Let α > − 1
2 . There exists C > 0 such that, for every I ∈ B1,

sup
y∈I

rI

∫
(2I)c

|K(x, y)|dγα(x) ≤ C,

where, for x, y ∈ (0,∞),

K(x, y) =

∫ 1

−1

∫ 1

0

r(rx− ys)(ry − xs)

(1− r2)α+7/2
e
− q(x,ry,s)

1−r2
+x2

drΠα(s)ds.

Proof. First, let us notice that, for every x, y ∈ (0,∞), r ∈ (0, 1) and s ∈ (−1, 1),

∂

∂r

[
e
− q(x,ry,s)

1−r2

]
= − (2ry2 − 2xys)(1− r2) + 2r(x2 + r2y2 − 2xyrs)

(1− r2)2
e
− q(x,ry,s)

1−r2

= −2r(x2 + y2)− 2xys(1 + r2)

(1− r2)2
e
− q(x,ry,s)

1−r2

and

(rx− ys)(ry − xs) = (r2 + s2)xy − rs(x2 + y2).

Thus, for every x, y ∈ (0,∞), r ∈ (0, 1) and s ∈ (−1, 1), we can write

2(rx− ys)(ry − xs)

(1− r2)2
=

∂

∂r

[
e
− q(x,ry,s)

1−r2

]
e

q(x,ry,s)

1−r2 +
2r(x2 + y2)(1− s)

(1− r2)2

+
2xy(1− s)(r2 − s)

(1− r2)2
.

Taking the above expression into account, we define, for every x, y ∈ (0,∞),

K1(x, y) =
1

2
ex

2

∫ 1

−1

∫ 1

0

r

(1− r2)α+3/2

∂

∂r

[
e
− q(x,ry,s)

1−r2

]
drΠα(s)ds,

K2(x, y) = ex
2

∫ 1

−1

∫ 1

0

r2(x2 + y2)(1− s)

(1− r2)α+7/2
e
− q(x,ry,s)

1−r2 drΠα(s)ds,

K3(x, y) = ex
2

∫ 1

−1

∫ 1

0

xyr(1− s)(r2 − s)

(1− r2)α+7/2
e
− q(x,ry,s)

1−r2 drΠα(s)ds,
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ENDPOINT ESTIMATES FOR OPERATORS IN THE LAGUERRE SETTING 15

which clearly verify

K(x, y) = K1(x, y) +K2(x, y) +K3(x, y), x, y ∈ (0,∞).

As Lemma 3.8 takes care of K1(x, y), it only remains to find estimates for K2

and K3. We shall actually see that both of them are bounded by

A(x, y) :=

∫ 1

0

∫ 1

−1

e
− q(x,ry,s)

2(1−r2)
+x2

(1− r2)α+5/2
Πα(s)dsdr, x, y ∈ (0,∞),

which verifies the desired inequality as proved in Lemma 3.6.
Indeed, for K2 we use (E3), (E4) and the fact that φ is bounded on (0, 1) (see

Lemma 3.5) to get, for every x, y ∈ (0,∞),

0 ≤ K2(x, y) ≤ C

∫ 1

−1

∫ 1

0

q(x, ry, s)

(1− r2)α+7/2
e
− q(x,ry,s)

1−r2
+x2

drΠα(s)ds ≤ CA(x, y).

For K3, we again apply Lemma 3.5, together with inequality (E2), to have

|K3(x, y)| ≤ C

∫ 1

−1

∫ 1

0

q(x, ry, s)

(1− r2)α+7/2
e
− q(x,ry,s)

1−r2
+x2

drΠα(s)ds ≤ CA(x, y).

This finishes the proof. □

Lemma 3.10. Let α > − 1
2 and β ≥ 0. There exists C > 0 such that, for every

I ∈ B1,

sup
x∈I

rI

∫
(2I)c

Kβ(x, y)dγα(y) ≤ C,

where, for x, y ∈ (0,∞),

Kβ(x, y) =

∫ 1

−1

∫ 1

0

∣∣∣∣ rx− ys√
1− r2

∣∣∣∣β e−
q(rx,y,s)

1−r2
+y2

(1− r2)α+5/2
drΠα(s)ds.

Proof. According to (E8), |rx − ys|β ≤ (q(rx, y, s))β/2 for any x, y ∈ (0,∞), r ∈
(0, 1) and s ∈ (−1, 1). Hence,

Kβ(x, y) ≤ C

∫ 1

−1

∫ 1

0

(
q(rx, y, s)

1− r2

)β/2
e
− q(rx,y,s)

1−r2
+y2

(1− r2)α+5/2
drΠα(s)ds

≤ C

∫ 1

−1

∫ 1

0

e
− q(rx,y,s)

2(1−r2)
+y2

(1− r2)α+5/2
drΠα(s)ds, x, y ∈ (0,∞).

Since q(rx, y, s) = q(y, rx, s), by changing the roles of x and y in Lemma 3.6, the
proof in finished. □

Lemma 3.11. Let α > − 1
2 . There exists C > 0 such that, for every I ∈ B1,

sup
x∈I

rI

∫
(2I)c

K(x, y)dγα(y) ≤ C,

where, for x, y ∈ (0,∞),

K(x, y) =

∫ 1

−1

∫ 1

0

xyr

(1− r2)α+7/2
e
− q(rx,y,s)

1−r2
+y2

drΠα+1(s)ds.

Proof. From (E1) we know that q(rx, y, s) = q(y, rx, s) ≥ 2xyr(1 − s) for x, y ∈
(0,∞), r ∈ (0, 1) and s ∈ (−1, 1). Since Πα+1(s) ≤ CαΠα(s)2(1 − s) for each
s ∈ (−1, 1), we have

K(x, y) ≤ C

∫ 1

−1

∫ 1

0

e
− q(rx,y,s)

1−r2
+y2

(1− r2)α+5/2
drΠα(s)ds, x, y ∈ (0,∞).
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16 J. J. BETANCOR, E. DALMASSO, P. QUIJANO, AND R. SCOTTO

As in the proof of the previous lemma, the desired inequality for K follows from
Lemma 3.6. □

Lemma 3.12. Let α > − 1
2 . There exists C > 0 such that, for every I ∈ B1,

sup
y∈I

rI

∫
(2I)c

|Kj(x, y)|dγα(x) ≤ C, j = 1, 2, 3, 4,

where, for x, y ∈ (0,∞),

K1(x, y) =

∫ 1

−1

∫ 1

0

e
− q(x,ry,s)

1−r2
+x2

(1− r2)α+5/2
xrdrΠα+1(s)ds,

K2(x, y) =

∫ 1

−1

∫ 1

0

e
− q(x,ry,s)

1−r2
+x2

(1− r2)α+7/2
xr(x− ysr)drΠα+1(s)ds,

K3(x, y) =

∫ 1

−1

∫ 1

0

e
− q(x,ry,s)

1−r2
+x2

(1− r2)α+9/2
xyr2(x− ysr)(ry − xs)drΠα+1(s)ds,

and

K4(x, y) =

∫ 1

−1

∫ 1

0

e
− q(x,ry,s)

1−r2
+x2

(1− r2)α+5/2
yr(ry − xs)drΠα+1(s)ds.

Proof. By (E5), the property for j = 1 can be deduced from Lemma 3.6.
Using (E6) and (E8), the property for j = 4 follows from Lemma 3.6.
On the other hand, by (E5) and (E7) we deduce that the property holds for

j = 2 after using Lemma 3.6.
Finally, the property for j = 3 follows from inequalities (E5), (E6), (E7), (E8)

and Lemma 3.6. □

4. Proof of Theorem 1.4

In this section we prove Theorem 1.4. We will do so by considering each operator
individually and applying the auxiliary results obtained in the previous section
together with the criterion given in Theorem 1.2.

According to (1.7) we have that

Pαt (f)(x) =

∫ ∞

0

Pαt (x, y)f(y)dγα(y), x ∈ (0,∞),

where after the change of variables u = −2 log r, we get

Pαt (x, y) =
1√
π

∫ 1

0

Wα
−2 log r(x, y)te

t2/(8 log r) dr

r(−2 log r)3/2
, t, x, y ∈ (0,∞),

recalling that

Wα
−2 log r(x, y) =

∫ 1

−1

e
− q(rx,y,s)

1−r2
+y2

(1− r2)α+1
Πα(s)ds, x, y ∈ (0,∞), r ∈ (0, 1).

4.1. Proof of Theorem 1.4 for maximal operators. We will show that the
operators Pα∗,k verify the properties in (a) and in (b) for any k ∈ N.

Let k ∈ N. According to [15, Remark 4.3] the operator Pα∗,k is bounded on

Lp((0,∞), γα), for every 1 < p <∞. By using [6, Theorem 1.1] it follows that Pα∗,k
is also bounded from L1((0,∞), γα) into L

1,∞((0,∞), γα).
According to Lemmas 3.3 and 3.2, notice that∣∣tk∂ℓy∂1−ℓx ∂kt P

α
t (x, y)

∣∣ ≤ C

∫ 1

0

∣∣∂ℓy∂1−ℓx Wα
−2 log r(x, y)

∣∣ tket2/(16 log r)

(− log r)
k
2+1

dr

r
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ENDPOINT ESTIMATES FOR OPERATORS IN THE LAGUERRE SETTING 17

≤ C

∫ 1

0

∣∣∂ℓy∂1−ℓx Wα
−2 log r(x, y)

∣∣ et2/(32 log r)

(− log r)
1
2

dr

r

≤ C

∫ 1

0

∣∣∂ℓy∂1−ℓx Wα
−2 log r(x, y)

∣∣ (− log r)−
1
2
dr

r
,

for any ℓ = 0, 1, and x, y, t ∈ (0,∞).
Set now ℓ = 0. By virtue of Lemma 3.1 and the boundedness of φ given in

Lemma 3.5, we get for every x, y, t ∈ (0,∞)∣∣tk∂x∂kt Pαt (x, y)∣∣
≤ C

∫ 1

0

(− log r)−
1
2

(1− r2)α+2

∫ 1

−1

(
1 +

∣∣∣∣ rx− ys√
1− r2

∣∣∣∣) e− q(rx,y,s)

1−r2
+y2

Πα(s)dsdr

≤ C

∫ 1

0

1

(1− r2)α+5/2

∫ 1

−1

(
1 +

∣∣∣∣ rx− ys√
1− r2

∣∣∣∣) e− q(rx,y,s)

1−r2
+y2

Πα(s)dsdr.

By combining Lemmas 3.6 and 3.10, it follows that

sup
I∈B1

rI sup
x∈I

∫
(2I)c

∥∂xtk∂kt Pαt (x, y)∥L∞((0,∞),dt)dγα(y) <∞,

meaning that Pα∗,k is bounded from L∞((0,∞), γα) to BMO((0,∞), γα) and Theo-

rem 1.4 (a) holds.
Consider now ℓ = 1. According to (E0) and proceeding as in Lemma 3.1, for

every x, y, t ∈ (0,∞),

|∂yWα
−2 log r(x, y)| ≤ C

r

(1− r2)α+
3
2

∫ 1

−1

|ry − xs|√
1− r2

e
− q(rx,y,s)

1−r2
+y2

Πα(s)ds, (4.1)

and thus by using again Lemma 3.3, we get

∣∣tk∂y∂kt Pαt (x, y)∣∣ ≤ C

∫ 1

−1

∫ 1

0

|ry − xs|√
1− r2

e
− q(rx,y,s)

1−r2
+y2

(1− r2)α+5/2
drΠα(s)ds, x, y, t ∈ (0,∞).

By applying Lemma 3.10 with β = 1, we deduce that

sup
I∈B1

rI sup
y∈I

∫
(2I)c

∥∂ytn+k∂nx∂kt Pαt (x, y)∥L∞((0,∞),dt)dγα(x) <∞. (4.2)

Therefore, (b) holds as claimed.

4.2. Proof of Theorem 1.4 for Littlewood-Paley functions. We recall that,
for n, k ∈ N with n+ k ≥ 1,

gαn,k(f)(x) =

(∫ ∞

0

∣∣tn+k∂nx∂kt Pαt (f)(x)∣∣2 dtt
)1/2

, x ∈ (0,∞),

which is bounded on Lp((0,∞), γα), for every 1 < p < ∞ and n, k ∈ N with
n+k ≥ 1 ([3, Theorem 1.1, (c)]) and from L1((0,∞), γα) into L

1,∞((0,∞), γα), for
every k ∈ N, k ≥ 1, when n = 0 ([6, Theorem 1.2]).

We shall first see that, for any n, k ∈ N, n+ k ≥ 1, ℓ = 0, 1, and x, y ∈ (0,∞),∥∥tn+k∂ℓy∂n+1−ℓ
x ∂kt P

α
t (x, y)

∥∥
L2((0,∞), dtt )

≤ C

∫ 1

0

|∂ℓy∂n+1−ℓ
x Wα

−2 log r(x, y)|(− log r)
n
2 −1 dr

r
. (4.3)

By Lemma 3.3, Minkowski’s inequality, and taking v = t2/(−16 log r), we get∥∥tn+k∂ℓy∂n+1−ℓ
x ∂kt P

α
t (x, y)

∥∥
L2((0,∞), dtt )
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18 J. J. BETANCOR, E. DALMASSO, P. QUIJANO, AND R. SCOTTO

≤ C

∫ 1

0

∣∣∣∂ℓy∂n+1−ℓ
x Wα

−2 log r(x, y)
∣∣∣

r(− log r)
k
2+1

(∫ ∞

0

t2(n+k)et
2/(16 log r) dt

t

)1/2

dr

≤ C

∫ 1

0

∣∣∣∂ℓy∂n+1−ℓ
x Wα

−2 log r(x, y)
∣∣∣

r(− log r)
k
2+1

(− log r)
n+k

2

(∫ ∞

0

vn+ke−v
dv

v

)1/2

dr

= C

∫ 1

0

∣∣∂ℓy∂n+1−ℓ
x Wα

−2 log r(x, y)
∣∣ (− log r)

n
2 −1 dr

r

whenever n+ k > 0. Thus, (4.3) holds.
In order to prove that gαn,k is bounded from L∞((0,∞), γα) to BMO((0,∞), γα),

we will see that

sup
I∈B1

rI sup
x∈I

∫
(2I)c

∥∂xtn+k∂nx∂kt Pαt (x, y)∥L2((0,∞), dtt )
dγα(y) <∞. (4.4)

From (4.3) with ℓ = 0 we know that

∥∂xtn+k∂nx∂kt Pαt (x, y)∥L2((0,∞), dtt )
≤ C

∫ 1

0

∣∣∂n+1
x Wα

−2 log r(x, y)
∣∣ (− log r)

n
2 −1 dr

r
.

According to Lemma 3.1 and the boundedness of ξn given in Lemma 3.5, we get

∥∂xtn+k∂nx∂kt Pαt (x, y)∥L2((0,∞), dtt )

≤ C

∫ 1

0

rn(− log r)
n
2 −1

(1− r2)α+
n
2 + 3

2

∫ 1

−1

(
1 +

∣∣∣∣ rx− ys√
1− r2

∣∣∣∣n+1
)
e
− q(rx,y,s)

1−r2
+y2

Πα(s)dsdr

≤ C

∫ 1

0

1

(1− r2)α+5/2

∫ 1

−1

(
1 +

∣∣∣∣ rx− ys√
1− r2

∣∣∣∣n+1
)
e
− q(rx,y,s)

1−r2
+y2

Πα(s)dsdr.

By combining Lemmas 3.6 and 3.10, (4.4) holds.
On the other hand, the endpoint estimate from H1((0,∞), γα) to L

1((0,∞), γα)
for gα0,k, follows by taking into account the symmetry of the Poisson kernel and (4.4).

4.3. Proof of Theorem 1.4 for Riesz transforms. According to [5, Theo-
rem 1.1], [26, Theorem 1.1], and [23, Theorem 13], for every n ∈ N, n ≥ 1, Rnα can
be extended from L2((0,∞), γα) ∩ Lp((0,∞), γα) to Lp((0,∞), γα) as a bounded
operator on Lp((0,∞), γα), for every 1 < p <∞. Furthermore, R1

α can be extended
from L2((0,∞), γα) ∩ L1((0,∞), γα) to L

1((0,∞), γα) as a bounded operator from
L1((0,∞), γα) into L

1,∞((0,∞), γα) (see [9]).
Let n ∈ N, n ≥ 1. The kernel of the Riesz transform of order n with respect to

the measure γα is given by

Kn
α(x, y) =

∫ 1

−1

∫ 1

0

rn−1

(
− log r

1− r2

)n
2 −1

Hn

(
rx− ys√
1− r2

)
e
− q(rx,y,s)

1−r2
+y2

(1− r2)α+2
drΠα(s)ds,

for x, y ∈ (0,∞). Recall that Hn denotes the Hermite polynomial of order n given
in (3.1).

Then, from [17, p. 62], we have that

∂xK
n
α(x, y) = −

∫ 1

−1

∫ 1

0

rn
(
− log r

1− r2

)n
2 −1

Hn+1

(
rx− ys√
1− r2

)

× e
− q(rx,y,s)

1−r2
+y2

(1− r2)α+5/2
drΠα(s)ds,
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and, therefore, by using the boundedness of ξn given in Lemma 3.5 we get

|∂xKn
α(x, y)| ≤ C

∫ 1

−1

∫ 1

0

e
− q(rx,y,s)

2(1−r2)
+y2

(1− r2)α+5/2
drΠα(s)ds.

According to Lemma 3.6 and (E0),

sup
I∈B1

rI sup
x∈I

∫
(2I)c

|∂xKn
α(x, y)| dγα(y) <∞

so Rnα is bounded from L∞((0,∞), γα) to BMO((0,∞), γα) by virtue of Theo-
rem 1.2, for any n ∈ N with n ≥ 1.

On the other hand, for n = 1, by (E0) we obtain

∂yK
1
α(x, y) = ex

2

∫ 1

−1

∫ 1

0

1

(1− r2)α+2

(
− log r

1− r2

)− 1
2

× ∂y

[
2

(
rx− ys√
1− r2

)
e
− q(x,ry,s)

1−r2

]
drΠα(s)ds

= −2ex
2

∫ 1

−1

∫ 1

0

φ(r)1/2

(1− r2)α+2
e
− q(x,ry,s)

1−r2

×
(

s√
1− r2

+
2r(rx− ys)(ry − xs)

(1− r2)3/2

)
drΠα(s)ds.

Hence, by Lemma 3.5 we can estimate∣∣∂yK1
α(x, y)

∣∣ ≤ C

∫ 1

−1

∫ 1

0

e
− q(x,ry,s)

1−r2
+x2

(1− r2)α+5/2
drΠα(s)ds

+ C

∫ 1

−1

∫ 1

0

r|rx− ys||ry − xs|
(1− r2)α+7/2

e
− q(x,ry,s)

1−r2
+x2

drΠα(s)ds.

By combining Lemmas 3.6 and 3.9, we get

sup
I∈B1

rI sup
y∈I

∫
(2I)c

|∂yKn
α(x, y)| dγα(x) <∞

so (b) holds for R1
α.

4.4. Proof of Theorem 1.4 for multipliers of Laplace transform type. Sup-
pose that M is of Laplace transform type given by

M(x) = x

∫ ∞

0

e−xyϕ(y)dy, x ∈ (0,∞),

where ϕ ∈ L∞(0,∞). We consider the function

Kα
ϕ (x, y) =

∫ ∞

0

ϕ(t) (−∂t)Pαt (x, y)dt, x, y ∈ (0,∞).

Note here that Kα
ϕ (x, y) = Kα

ϕ (y, x) for x, y ∈ (0,∞).

We have that, for x, y ∈ (0,∞), x ̸= y,

∂xK
α
ϕ (x, y) =

∫ ∞

0

ϕ(t)√
2π

∫ 1

0

∂t

(
te

t2

8 log r

)
∂xW

α
−2 log r(x, y)

dr

r(− log r)3/2
dt.

By using Lemma 3.3 with ℓ = n = 0 and k = 1, and computing the inner integral,
we get

|∂xKα
ϕ (x, y)| ≤ C

∫ 1

0

∫ ∞

0

e
t2

16 log r dt
1

r(− log r)3/2
|∂xWα

−2 log r(x, y)|dr

≤ C

∫ 1

0

|∂xWα
−2 log r(x, y)|

dr

r(− log r)
,
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for every x, y ∈ (0,∞), x ̸= y.
Continuing as in Section 4.1 we can find C > 0 such that for every I ∈ B1,

sup
x∈I

rI

∫
(2I)c

|∂xKα
ϕ (x, y)|dγα(y) ≤ C.

Since TM is bounded from L2((0,∞), γα) into itself, we can obtain the conclusion
of Theorem 1.4, (a), for the multiplier TM .

The operator TM is selfadjoint in L2((0,∞), γα). Then, a duality argument (see
[19, Lemma 7.1]) allows us to conclude for TM the property in Theorem 1.4, (b).

4.5. Proof of Theorem 1.4 for variation operators. The ρ-variation operator
Vρ({tk∂kt Pαt }t>0), k ∈ N, is bounded on Lp((0,∞), γα), 1 < p <∞ ([16, Corol-
lary 6.1] and [14, Theorem 3.3]) and from L1((0,∞), γα) into L

1,∞((0,∞), γα) ([6,
Theorem 1.1]).

Assume g ∈ C1(0,∞). If 0 < tN < tN−1 < · · · < t1 we have thatN−1∑
j=1

|g(tj)− g(tj+1)|ρ
1/ρ

≤
N−1∑
j=1

|g(tj)− g(tj+1)| ≤
N−1∑
j=1

∣∣∣∣∣
∫ tj

tj+1

g′(t)dt

∣∣∣∣∣
≤
∫ ∞

0

|g′(t)|dt.

Then,

Vρ ({g(t)}t>0) ≤
∫ ∞

0

|g′(t)|dt.

Hence, for every k ∈ N we get

Vρ
(
{∂xtk∂kt Pαt (x, y)}t>0

)
≤
∫ ∞

0

|∂t(∂xtk∂kt Pαt (x, y))|dt

≤ k

∫ ∞

0

|tk−1∂x∂
k
t P

α
t (x, y)|dt

+

∫ ∞

0

|tk∂x∂k+1
t Pαt (x, y)|dt.

According to Lemma 3.3 and proceeding as in the previous section, we obtain∫ ∞

0

|tk∂x∂k+1
t Pαt (x, y)|dt ≤ C

∫ ∞

0

tk
∫ 1

0

e
t2

16 log r

r(− log r)(k+3)/2
|∂xWα

−2 log r(x, y)|drdt

≤ C

∫ 1

0

|∂xWα
−2 log r(x, y)|

dr

r(− log r)
,

for every x, y ∈ (0,∞), x ̸= y.
The other term can be controlled by proceeding in a similar way.
Therefore, as in the last section, we obtain the conclusion of Theorem 1.4 for the

ρ-variation operator Vρ
(
{∂xtk∂kt Pαt (x, y)}t>0

)
.

4.6. Proof of Theorem 1.4 for fractional integrals. Let ω > 0. Recall that
the integral kernel of the operator ∆−ω

α is given by

Hω
α (x, y) =

1

Γ(ω)

∫ 1

0

(∫ 1

−1

e
− q(rx,y,s)

1−r2
+y2

Πα(s)ds
1

(1− r2)α+1
− 1

)
× dr

r(− log r)1−ω
,

for x, y ∈ (0,∞), x ̸= y. Notice that Hω
α (x, y) = Hω

α (y, x).
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We can write, for x, y ∈ (0,∞), x ̸= y,

∂xH
ω
α (x, y) =

2

Γ(ω)

∫ 1

0

∫ 1

−1

e
− q(rx,y,s)

1−r2
+y2 rx− ys

(1− r2)α+2

Πα(s)dsdr

(− log r)1−ω

Then, according to (E8) we get

|∂xHω
α (x, y)| ≤ C

∫ 1

0

∫ 1

−1

e
− q(rx,y,s)

1−r2
+y2

Πα(s)ds
(− log r)ω−1

(1− r2)α+3/2
dr

By using Lemma 3.7 and (E0) we can find C > 0 such that

sup
x∈I

rI

∫
(2I)c

|∂xHω
α (x, y)|dγα(y) ≤ C

for every I ∈ B1. Since ∆−ω is bounded in L2((0,∞), γα), the property that we
have just proved, together with the symmetry of the kernel, allow us to obtain the
desired conclusion using Theorem 1.2 and duality.
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