
IMAL preprints

ISSN 2451-7100

IMAL preprint #2022-0060

IDENTICATION OF THE HETEROGENEOUS CONDUCTIVITY
IN AN INVERSE HEAT CONDUCTION PROBLEM

Angel Ciarbonetti - Sergio Idelsohn - Ruben D. Spies

} Publication Date: November 1, 2022
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Abstract

This work deals with the problem of determining a non-homogeneous heat conductivity

pro�le in a steady-state heat conduction boundary-value problem with mixed Dirichlet-

Neumann boundary conditions over a bounded domain in Rn, from the knowledge of the

state over the whole domain. We develop a method based on a variational approach

leading to an optimality equation which is then projected into a �nite dimensional space.

Discretization yields a linear although severely ill-posed equation which is then regularized

via appropriate ad-hoc penalizers resulting a in a generalized Tikhonov-Phillips functional.

No smoothness assumptions are imposed on the conductivity. Numerical examples for the

case in which the conductivity can take only two prescribed values (a two-materials case)

show that the approach is able to produce very good reconstructions of the exact solution.

Keyword:Heat-conduction, Elliptic Boundary-value Problem, Inverse Problems, Regular-
ization, Tikhonov-Phillips, Thermal Materials Design

1 Introduction

The study, analysis and numerical solution of Inverse Heat Transfer Problems (IHTP), has a
signi�cant role in a large number of engineering applications. Aerospace, mechanical, chemical
and nuclear engineering, materials design, are just few of the many areas in which developing
appropriate and e�cient tools for solving IHTP is of special interest.

In IHTP in general, one seeks to estimate unknown functions or parameters, for example
unknown �ow conditions or physical parameters of the material, from indirect measurements
of the state, that is of the temperature �eld, which more often than not, in practical cases is
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contaminated by noise and/or can be acquired only at a few discrete points over the domain
under study.

One of the engineering branches that has aroused the greatest interest in IHTP is electronic
engineering, where thermal dissipation problems inside equipments or components are usually
studied. These types of problems are generally associated with thermal conduction processes
(see [15], [16]). This, like other growing branches in the last two decades, have generated a
genuine interest in deepening the study of the thermal problems associated with the design of
materials and thermal devices, seeking new material design methodologies, as well as e�cient
and cost-e�ective solutions.

Di�erent methodological approaches to deal with the problem of designing thermal materials
and devices in heterogeneous media having their roots in mathematical modeling, numerical
solutions and computational mechanics have recently emerged. Among them, perhaps the
most widely known is the computational design of thermal materials in heterogeneous media.
This methodology arises from the application of optimization methods which were originally
designed for solving solid mechanics problems ([4], [25]). Although this technique has shown
to yield reasonable results (see for instance [10], [23], [9]), it has some severe drawbacks both
in regard to the uniqueness of solutions (which appears to be highly dependent on the set of
parameters used in the optimizing algorithm), as well as from the post-processing requirements
of the obtained results.

Taking as inspirational base the optimization methods approach, we propose to tackle the
problem of design of thermal materials in heterogeneous media by embedding it within the
IHTP framework.

Undoubtedly the largest di�culty in dealing with IHTP problems is the fact that they are
severely ill-conditioned which is a direct consequence of the violation of Hadamard's third pos-
tulate ([11]): lack of continuous dependence of the true solution on the data. Quite often there
are additional complications coming from the lack of good measurements of the temperature
�eld or the the fact they are only available at a few scarce points. That makes extremely
di�cult to obtain good estimates of the heat �ow which is generally needed for solving most
IHTP.

Several variational models widely used for the numerical solution of IHTP generally intro-
duce simpli�cation hypotheses on the constitutive models and/or on the boundary conditions.
For example in [32], the authors consider conductivity to be a polynomial form of the temper-
ature. Similarly in [22], the model used for the IHTP problem assumes a linear dependence
between conductivity and temperature. Although these simplifying hypotheses allow the suc-
cessful implementation of conventional schemes for obtaining good numerical solutions, they
are far from re�ecting most real world problems.

In our case, the IHTP is associated with identifying an unrestricted heterogeneous conduc-
tivity pro�le in two dimensions from measurements of the temperature in a steady-state regime.
From the materials design approach, an arbitrary �eld of temperatures and boundary condi-
tions can be initially imposed so that they be consistent with the constraints of the expected
design solution.

Heterogeneity adds a considerable degree of di�culty to an IHTP, however, that assumption
corresponds to the problems of greatest practical interest, both in the analysis of thermographic
images as in the material design problem in which we focus this contribution.

Implementation and numerical resolution of any IHTP will, at some point, require solving
an optimization problem combined with some type of regularization to deal with ill-posedness.

In [14] the authors deal with the problem of identifying the conductivity pro�le from the
temperature map. A simplifying assumption consisting of a direct dependence on conductivity
and temperature is made together with pure Neumann-type boundary conditions. Under these
hypotheses the authors solve the problem using a conjugate gradient approach. A similar
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approach using conjugate gradient is used in [26] where the authors solve the inverse problem
of �nding the geometry of a defect or inclusion from an IR image.

In this work, a novel approach for solving the identi�cation of an heterogeneous conductivity
pro�le based on a variational approach of the PDE model followed by appropriate discretization
and regularization is introduced. The model allows for mixed Dirichlet-Neumann boundary
conditions, and no restrictive assumptions are made on the conductivity pro�le. The approach
is numerically tested with 2D examples although the setting is not restricted to two dimensions.

1.1 A brief historical mathematical tracking of the problem

In this article we consider the problem of determining the elliptic coe�cient pro�le function in
an homogeneous elliptic boundary value problem.

Several authors have worked on this type of problems before, as they appear in several areas
and concrete applied problems such as electrical conductivity problems, oil resevoir and ground
water �ow problems ([3], [5], [17], [19], [31]) among others.

In a 1980 article ([7]), A. P. Calderón considered the following problem. Let Ω ⊂ Rn, n ≥ 2
be a bounded domain with Lipschitz boundary ∂Ω and de�ne

L∞
>0(Ω)

.
= {k ∈ L∞(Ω) : ∃ ϵ > 0 such that k(x) ≥ ϵ > 0, ∀x ∈ Ω} . (1)

Further, for k ∈ L∞
>0(Ω) let Lk be the di�erential operator

Lk(u) = ∇.(k∇u), (2)

with domain D(Lk)
.
= H1(Ω) and the quadratic form Qk : D(Qk) ⊂ L∞(∂Ω) → R+

0 , de�ned by
the Dirichlet integral

Qk(φ) =

∫
Ω

k(x) (∇uφ(x))
2 dx =

∫
∂Ω

φ(x)k(x)
∂uφ

∂ν
ds, (3)

where ν denotes the outward normal to ∂Ω and uφ ∈ H1(Ω) is the solution of the Dirichlet
boundary value problem {

Lk(u) = 0, x ∈ Ω,

u = φ, x ∈ ∂Ω.
(4)

It is timely to mention here that for φ in the space of traces of functions of H1(Ω), the IBVP
(4) has in fact a unique solution u ∈ H1(Ω) (see [27]).

The problem considered by Calderón was to decide wether the function k is uniquely de-
termined by the quadratic form Qk and, if that is true, try to compute k in terms of Qk. He
was able to show that, with an appropriate norm de�ned in the space of quadratic forms, the
mapping

M : k −→ Qk (5)

is bounded and analytic in L∞
>0(Ω). Moreover, although the general problem escaped its proof at

that time, Calderón was able to show that for the linearized problem, the answer is a�rmative,
that is, dM |k=const. is an injective mapping. In addition he showed that if the function k is
�close enough� to being a constant, then k is �nearly� determined by its quadratic form Qk and
derived a bound for the L∞-norm of the error (see [7] for details).

The previous result for �nearly constant� functions was later extended and formalized by
Sylvester and Uhlmann ([28]) only for the case n = 2.

In 1984, Kohn and Vogelius ([18]) showed that if k is real analytic, then it can be uniquely
determined from the knowledge of its Dirichlet integral Qk. This result was later extended to
piecewise real analytic functions k in 1985 by the same authors ([20]).
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In 1987, Sylvester and Uhlmann ([29]) showed that for functions k su�ciently smooth, the
quadratic form Qk does indeed uniquely determine the function k. More precisely, they showed
that the mapping M in (5) is injective over C∞(Ω) ∩ L∞

>0(Ω).
The case of determining k in (4) from information about u on the whole domain Ω was

studied by several authors. It is clear that some assumptions on k and/or on umust be required.
Thus, for instance, it is evident that k cannot be uniquely determined in any subregion of Ω
where ∇u = 0. However, if |∇u| > 0 everywhere on Ω, once the values of k are given on
a hypersurface transversal to ∇u, the method of characteristics will yield a unique solution.
Several authors obtained similar uniqueness results under weaker assumptions on ∇u under
diverse assumptions on k (e.g. [1], [2], [6], [24]).

There are several articles devoted to the problem of recovering k from information about
u. However all of them assume some degree of smoothness on k (at least di�erentiability),
which is almost never true in practical applications, where at best, only piecewise smoothness
and jump discontinuities are to be expected, and quite often the available data consists only
of noisy measurements at some discrete points. Although the mathematical theory of elliptic
equations with discontinuous principal coe�cients is well known ([27], [21]), there is not much
done on the inverse problem of recovering k in these cases.

In this article we develop a method for approximating the perhaps discontinuous principal
coe�cient function based on a regularized variational approach. This approach takes appro-
priate care of the strong ill-posedness of the inverse problem which has been already carefully
reported by several authors (see for instance [30], [8]), and is characteristic in all inverse heat
conduction problems. Several numerical examples are presented that show that the method is
able to yield very good approximations of k even in the case of discontinuous pro�les.

2 Methodology

2.1 Preliminaries

Let Ω ⊂ Rn (n ≥ 2) a bounded open set with smooth boundary Γ = ∂Ω = Γ1 ∪ ΓN , with
Γ1∩ΓN = ∅, c, k, f, g, h ∈ L2(Ω) with 0 < γ1 ≤ k(x) ≤ γ2 and c ≥ 0, and consider the following
problem, as described in Figure 1:

P = P(k, c, f, g, h) :


−div(k(x)∇u(x)) + c(x)u(x) = f(x), x ∈ Ω, (a)

u(x) = g(x), x ∈ ΓD, (b)

k(x)∇u(x) · n⃗ = h(x), x ∈ ΓN . (c)

(6)

Assume further that g ∈ C(ΓD) and de�ne the a�ne subset of H1(Ω)

H1
ΓD,g(Ω) =

{
v ∈ H1(Ω) : v|ΓD

= g
}

(7)

Multiplying equation (a) in (6) by v ∈ H1
ΓD,0(Ω) and integrating we obtain:
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Figure 1: Schematic representation of problem P(k, c, f, g, h)

0 = −
∫
Ω

div(k∇u)v dx+

∫
Ω

cuv dx−
∫
Ω

fv dx

=

∫
Ω

⟨k∇u,∇v⟩ dx−
∫
∂Ω

⟨k∇u, n⃗⟩v ds+

∫
Ω

cuv dx−
∫
Ω

fv dx

=

∫
Ω

(⟨k∇u,∇v⟩+ cuv) dx−
∫
Ω

fv dx−
∫
ΓD∪ΓN

⟨k∇u, n⃗⟩v ds

=

∫
Ω

(⟨k∇u,∇v⟩+ cuv) dx−
∫
Ω

fv dx

−
∫
ΓN

hv ds (since v|ΓD=0 and k∇u · n⃗|ΓN
= h)

.
= F (u, v),

where ⟨·, ·⟩ denotes the usual inner product in L2(Ω) and n⃗ is the outer normal to ∂Ω. Hence,
the variational formulation of problem P is the following.

V F (P): Find u in H1
ΓD,g(Ω) such that F (u, v) = 0 for all v ∈ H1

ΓD,0(Ω), i.e. such that∫
Ω

(⟨k∇u,∇v⟩+ cuv) dx =

∫
Ω

fv dx+

∫
ΓN

hv ds, ∀v ∈ H1
ΓD,0(Ω). (8)

Now de�ne the continuous symmetric bilinear form Bk,c : H
1(Ω)×H1(Ω) → R by

Bk,c(u, v)
.
=

∫
Ω

(⟨k∇u,∇v⟩+ cuv) dx. (9)

Then, if c > 0, Bk,c de�nes an inner product on H1(Ω) (note also that if c > 0 then Bk,c is
H1(Ω)-elliptic) with associated norm

∥u∥2Bk,c

.
=

∫
Ω

(
k∥∇u∥2 + c|u|2

)
dx. (10)

De�ne also the energy functional J : H1
ΓD,g(Ω) → R by

J(v)
.
=

1

2
Bk,c(v, v)−

∫
Ω

fv dx−
∫
ΓN

hv ds

=
1

2

∫
Ω

(
⟨k∇v,∇v⟩+ c v2

)
dx−

∫
Ω

fv dx−
∫
ΓN

hv ds. (11)
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In the next result we show that the directional derivatives of this energy functional are charac-
terized by the functional F de�ned above.

Lemma 2.1. For any u ∈ H1
ΓD,g(Ω) and any v ∈ H1

ΓD,0(Ω) there holds

d

dt
J(u+ tv)|t=0 = F (u, v).

Proof. First note that if u ∈ H1
ΓD,g(Ω) and v ∈ H1

ΓD,0(Ω) then u+ tv ∈ H1
ΓD,g(Ω) for all t ∈ R.

Moreover, J(u+ vt) is clearly di�erentiable with respect to t and

d

dt
J(u+ tv) =

d

dt

[
1

2
Bk,c(u+ tv, u+ tv)−

∫
Ω

(u+ tv) f dx−
∫
ΓN

(u+ tv)h ds

]
=

d

dt

[
1

2

∫
Ω

(
⟨k∇(u+ tv),∇(u+ tv)⟩+ c(u+ tv)2

)
dx−

∫
Ω

fu dx

−t

∫
Ω

fv dx−
∫
ΓN

hu ds− t

∫
ΓN

hv ds

]
=

∫
Ω

(
⟨k∇u,∇v⟩+ kt|∇v|2 + cuv + tv2

)
dx

−
∫
Ω

fv dx−
∫
ΓN

hv ds. (12)

Hence

d

dt
J(u+ tv)|t=0 =

∫
Ω

(⟨k∇u,∇v⟩+ cuv) dx−
∫
Ω

fv dx−
∫
ΓN

hv ds

= F (u, v). (13)

The next theorem constitutes a fundamental result for the approximation framework that we
shall develop later. It relates the solution of the variational problem V F (P) with the minimizer
of the energy functional J .

Theorem 2.2. The variational formulation problem V F (P) in (8) does have a unique solution
u∗ in H1

ΓD,g(Ω). Moreover, such a solution is characterized by the unique minimizer of the
energy functional J de�ned in (11), i.e.

u∗ = argmin
u∈H1

ΓD,g(Ω)

J(u). (14)

Proof. It is easy to show that the energy functional J in (11) is strictly convex and coercive over
H1

ΓD,g(Ω) (for this we need c to be strictly positive), which implies the existence and uniqueness
of a global minimizer u∗ ∈ H1

ΓD,g(Ω). Hence, for any v ∈ H1
ΓD,0(Ω) there must hold

0 =
d

dt
J(u∗ + tv)|t=0 = F (u∗, v),

where the last equality follows from Lemma 2.1. Thus F (u∗, v) = 0 for all v ∈ H1
ΓD,0(Ω) which

implies that∫
Ω

(⟨k∇u∗,∇v⟩+ cu∗v) dx =

∫
Ω

fv dx+

∫
ΓN

hv ds ∀v ∈ H1
ΓD,0(Ω),
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and therefore u∗ is a solution of problem V F (P) given in (8).
Now let us prove that the solution of problem V F (P) is unique. Let u∗ be a solution of

problem V F (P) and w ∈ H1
ΓD,g(Ω) be arbitrary. Then

J(w)− J(u∗) =
1

2
Bk,c(w,w)−

∫
Ω

fw dx−
∫
ΓN

hw ds− 1

2
Bk,c(u

∗, u∗)

+

∫
Ω

fu∗ dx+

∫
ΓN

hu∗ ds

=
1

2
(Bk,c(w,w)−Bk,c(u

∗, u∗))−

∫
Ω

f(w − u∗)︸ ︷︷ ︸
∈H1

ΓD,0(Ω)

dx+

∫
ΓN

h(w − u∗)︸ ︷︷ ︸
∈H1

ΓD,0(Ω)

ds


=

1

2
(Bk,c(w,w)−Bk,c(u

∗, u∗))

−
∫
Ω

(⟨k∇u∗,∇(w − u∗)⟩+ cu∗(w − u∗)) dx (since u∗ solves V F (P))

=
1

2
(Bk,c(w,w)−Bk,c(u

∗, u∗))−Bk,c(u
∗, w − u∗)

=
1

2
Bk,c(w,w)−

1

2
Bk,c(u

∗, u∗)−Bk,c(u
∗, w) +Bk,c(u

∗, u∗)

=
1

2
(Bk,c(w,w) +Bk,c(u

∗, u∗)− 2Bk,c(u
∗, w))

=
1

2
Bk,c(w − u∗, w − u∗)

=
1

2
∥w − u∗∥2Bk,c

.

It then follows that J(w) ≥ J(u∗) for all w ∈ H1
ΓD,g(Ω) and J(w) = J(u∗) if and only if w = u∗.

Hence problem V F (P) has a unique solution u∗ ∈ H1
ΓD,g(Ω) which is the unique minimizer

of the energy functional J(·) over H1
ΓD,g(Ω).

Remark 2.1. Note that within this variational formulation, the condition c > 0 (strictly) is
necessary for uniqueness.

Remark 2.2. The condition k(x) ≥ γ1 > 0 is strictly necessary for J to be accretive. The
condition k(x) ≤ γ2 < ∞ can be replaced by k(x) bounded above by a positive function in L1(Ω).

2.2 The inverse problem

Now, given all the model parameters Ω, ΓD, ΓN , c, f , g and h, and a prescribed temperature
distribution û ∈ H1

ΓD,g(Ω) we consider the problem of �nding the corresponding distributed con-
ductivity �eld k(·) such that u∗ = û. That is, we intend to �invert� problem P = P(k, c, f, g, h)
with respect to k.

For simplicity and clarity in the presentation of the numerical results only the 2D-case will
be considered, i.e. we will take n = 2, and we will assume f = h ≡ 0. Thus given a prescribed
temperature �eld û(x, y) ∈ H1

ΓD,g(Ω) we want to �nd k = k(x, y) such that û be the unique
solution of problem P(k, c, f, g, h). Then, according to Theorem 2.2, k(x, y) must satisfy:

0 =
d

dt
J(û+ tv)|t=0

=

∫
Ω

(⟨k∇û,∇v⟩+ cûv) dx dy, ∀v ∈ H1
ΓD,0(Ω). (15)
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3 Implementation

3.1 Discretizing the optimality condition and regularization

Let Ωi, 1 ≤ i ≤ L, be a partition of Ω by open sets, i.e. such that Ωi ⊂ Ω is open for all i,
∪L

i=1Ωi = Ω and Ωi ∩ Ωj = ∅ if i ̸= j. For each i let (xi, yi) ∈ Ωi and for any function q(x, y)
de�ned on Ω let us denote with qi the value of q at the point (xi, yi), i.e. qi

.
= q(xi, yi). With

this notation, equation (15) can then be approximated by

0 =
L∑
i=1

[ki (ûx,ivx,i + ûy,ivy,i) + ciûivi] m(Ωi), ∀v ∈ H1
ΓD,0(Ω), (16)

where the subscripts x and y denote the respective partial derivatives andm(Ωi) is the Lebesgue
measure of Ωi. Assuming that the partition is regular so that m(Ωi) is constant, equation (16)
is equivalent to

L∑
i=1

ki (ûx,ivx,i + ûy,ivy,i) = −
L∑
i=1

ciûivi, ∀v ∈ H1
ΓD,0(Ω). (17)

Consider now a �nite, arbitrary set of functions

vr ∈ H1
ΓD,0(Ω), 1 ≤ r ≤ R. (18)

Then (17) implies that

L∑
i=1

ki
(
ûx,iv

r
x,i + ûy,iv

r
y,i

)
= −

L∑
i=1

ciûiv
r
i , ∀ 1 ≤ r ≤ R. (19)

By de�ning

arℓ
.
= ûx,ℓ v

r
x,ℓ + ûy,ℓ v

r
y,ℓ and fr

.
= −

L∑
i=1

ci ûi v
r
i , 1 ≤ ℓ ≤ L, 1 ≤ r ≤ R,

we can write (19) as follows:

L∑
ℓ=1

arℓkℓ = fr, ∀ 1 ≤ r ≤ R. (20)

Let now A be an R × L-dimensional matrix, K ∈ RL and F ∈ RR whose elements are arℓ,
kℓ and fr, respectively. Then, equation (20) can be simply written in matrix form as:

AK = F. (21)

Note that we still need to impose the condition that all components of the vector K be bounded
between the values γ1 and γ2. In what follows the idea is to solve (21) in the least squares sense,
weakly imposing this restriction through a penalizer.

With the above in mind we consider a generalized Tikhonov-Phillips functional of the form:

Jα,W (K)
.
= ∥AK − F∥2 + αW (K), (22)

where α > 0 is a regularization parameter and the penalizer W (K) must be appropriately
constructed in such a way as to deter non-admissible values as well as any undesired property
of the conductivity pro�le k(x, y).
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3.2 Assumptions for the numerical implementations

In what follows we take Ω = (0, 1) × (0, 1) and the Dirichlet and Newmann boundaries are
the vertical and horizontal boundaries of Ω, respectively, i.e. ΓD = {0, 1} × (0, 1) and ΓN =
(0, 1)× {0, 1} (see Figure 2).

Also, for the numerical experiments that follow, the Dirichlet boundary conditions will be
prescribed as g(x) = T1 on {0} × (0, 1) and g(x) = T2 on {1} × (0, 1) where T1 and T2 are
prescribed constant temperature values, with T1 > T2. Furthermore, we shall assume that
k(x, y) can take only two possible values, say kL and kU , with 0 < kL < kU < ∞. Physically
this implies that only two di�erent materials having those conductivities can be present in
the domain Ω. Clearly this assumption is extremely important to design appropriate forms
for W (K). It is timely to mention however that all the previous formulation leading up to
equations (21) and (22) only requires the assumption k ∈ L∞

>0(Ω).

y

1

0 1 xN

N

DD

Figure 2: Schematic representation of the problem setting and its discretization

3.3 On the penalizer W(K)

Under the above assumption that at each point (x, y) ∈ Ω, k(x, y) can only take one of the values
kL or kU , the penalizer W (K) must be designed so that it deters each and every component of
the vector K to take any but one of those two values. A simple way to do that is as follows.

Let p : R → R be the monic quadratic polynomial that vanishes at kL and at kU , i.e.
p(z) = (z − kL)(z − kU) = z2 − (kL + kU)z + kLkU . Next we de�ne W1 : RL → R+

0 as

W1(K)
.
= ∥p(K)∥2RL , (23)
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where p acting on the vectorK must be understood as its component-wise action, i.e. (p(K))i =
p(Ki). Clearly, then, W1(K) ≥ 0 and W1(K) = 0 if and only if each and every component of
K takes one of the two values kL or kU .

A di�erent approach is to design an ad-hoc penalizer which, besides promoting all the
components of the vector K to take only the values kL or kU , provides data-driven information
about where to take one or the other value. With that in mind let bU ∈ RL be a binary vector
whose ith component takes the value 1 if and only if the gradient of û at the point (xi, yi) is
�large�, i.e. if ∥∇û(xi, yi)∥ > γ, where γ is a certain prescribed threshold value, and de�ne the
penalizer W2(K) as

W2(K)
.
= ∥bU ⊙ (K − kL 1)∥2, (24)

where ⊙ denotes elementwise product and 1 ∈ RL is a vector of ones. Hence, at a point where
∥∇û∥ is large (as dictated by the threshold parameter γ), this penalizer will discourage the
corresponding component of K to assume any value except kL.

In the de�nitions (23) and (24), the RL-norm can be replaced by any other norm. Finally,
many other options for the functional W (K) exist if other restrictions on the function k(x, y)
are to be enforced, for instance, certain regularity properties (which clearly would not be
appropriate for our case at hand).

3.4 Examples, numerical experiments and discussions

3.4.1 Case I

We �rst solved the forward problem P under the previous assumptions with T1 = 322.0 [K],
T2 = 283.0 [K], c(x, y) = 1.0 = constant, and k(x, y) as shown in Figure 3. For this we used
a standard discretization by �nite element method, using biquadratic interpolation elements
S2 with 8-nodes for computing û(x, y), ûx(x, y) and ûy(x, y). The same scheme was used to
solve all forward problems in the coming cases. The resulting temperature distribution û(x, y),
whose discretized values are then used as inputs for the inverse problem, is shown in Figure
4 b).

k =1.0 W/(K.m)L 

k =300 W/(K.m)U

1.0

Y

1.0

X

0.5

0.5
0.0

Figure 3: Conductivity k(x, y) used for solving the forward problem in Case I
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q=0

q=0

k  = 300 K/(W.m)U

Temp. - K

k  = 1.0 K/(W.m)L

S2

a) b)

Figure 4: a) Sketch of the distretized domain used to solve the forward problem, for case I.
The �nite element mesh S2 used is regular with elements size h = 1/200. b) Temperature
distribution û(x, y) for k(x, y) as in Figure 3.

Setting 1: For this case we picked α = 0 (non-penalized case) in (22) and the set of
functions vr ∈ H1

ΓD,0(Ω), 1 ≤ r ≤ R, was chosen as an appropriate single index reordering of
the set of functions:

vm,n(x, y)
.
= xm(1− x)n, for 1 ≤ m,n ≤ M, (25)

where M ∈ N is appropriately chosen. Note that vm,n ∈ H1
ΓD,0(Ω) as required in (15). Thus

R = M2 and vri
.
= vm,n(xi, yi) = xm

i (1− xi)
n for all 1 ≤ i ≤ L, 1 ≤ r ≤ R and 1 ≤ m,n ≤ M .

The general idea behind our approach is to somehow determine �how much� information about
k(x, y) can be obtained from the set of functions (25) as a subset of H1

ΓD,0(Ω) through the
optimality equation (15) which characterizes k(x, y) or, more precisely, through its discrete
counterpart (17).

We �rst solved (22) with α = 0. Hence, no restrictions on k(x, y) were imposed. Also,
we used M = 5 in (25) which results in R = 25 test functions in (18). We computed the
best approximate solution (i.e. the least squares solution of minimal norm) of AK = F as
K† = A†F where A† denotes the Moore-Penrose generalized inverse of A ([8]). The obtained
(discretized) k(x, y) is plotted in Figure 5. We observe how the basic geometric distribution of
the two possible values of k(x, y) is already recovered using only the 25 functions vm,n(x, y) in
(25) with M = 5, even without using any penalization in equation (22). It is timely to point
out here that the severe ill-posedness of the problem is clearly re�ected on the matrix A whose
condition number turns out to be approximately equal to 2.5 × 1018 (here we used L = 104

resulting from a 100× 100 regular grid on Ω. It is reasonable to think that a better restoration
of k(x, y) could be obtained by taking α > 0 and minimizing the functional Jα,W given in (22)
using the penalizer W1(K) de�ned in (23).
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Figure 5: Reconstruction of k(x, y) obtained using û(x, y) as in Figure 4, using a non-penalized
least squares approach.

Setting 2: For this example all parameters and functions are the same as in Setting 1,
except that here we used α > 0 in (22) and the penalizer was chosen as W (K) = W1(K) given
by (23). The appropriate value of α > 0 was picked by means of the L-curve method ([13], [12],
[8]). Note that �nding the minimizer of (22) corresponds to �nding the Tikhonov-Phillips W1-
regularized solution of (21). The obtained conductivity k(x, y) is shown in Figure 6. As it can
be seen, the introduction of the penalizer W1, as expected, induces k to take only values around
KL = 1.0 and KU = 300. Although the correct geometric pro�le of k(x, y), shown in Figure 3,
can be clearly appreciated in this �gure, the obtained result is far from being satisfactory. It is
highly desirable to come up with a better penalizer that be able to reconstruct the conductivity
distribution as close as possible.
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X

0.5

0.5
0.0

Figure 6: Reconstruction of k(x, y) obtained using û(x, y) as in Figure 4, via the penalized least
squares approach (22) with W (K) = W1(K) given as in (23).

Setting 3: Here we proceed to use the penalizer W2(K) which, unlike W1, includes data-
driven information about the local size of ∥∇û(x, y)∥. Hence, k(x, y) is now obtained as the
Tikhonov-Phillips W2-regularized solution of problem (21), that is, as the global minimizer of
(22) when the penalizer W (K) is given by W2(K) as de�ned in (24). The value of the threshold
parameter γ needed to de�ne bU in (24) was set to 0.01 ∗M , where M

.
= max1≤i≤L ∥û(xi, yi)∥

while the regularization parameter α was again chosen by means of the L-curve method. The
restored conductivity pro�le k(x, y) is shown in Figure 7. As it can be observed, although some
small artifacts still appear, a much better approximation of the true pro�le is obtained.

k =1.0 W/(K.m)L 

k =300 W/(K.m)U

1.0

Y

1.0

X

0.5

0.5
0.0

Figure 7: Reconstruction of k(x, y) obtained using û(x, y) as in Figure 4, using a penalized
least squares approach with W (K) = W2(K) de�ned as in (24)

We now proceed to present the results obtained for three other di�erent con�gurations of
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the conductivity pro�le k(x, y). For the sake of brevity, we shall only show the results obtained
under Setting 3 of Case I, which is clearly by far the best approach for solving the inverse
problem at hand.

3.4.2 Case II

For this case the conductivity pro�le is as depicted in Figure 8. Here again we computed
û(x, y) by �rst running the forward problem with T1 = 318.15 [K], T2 = 288.15 [K], c(x, y) =
1.0 = constant. The resulting temperature distribution û(x, y), whose discretized values are
used as inputs for the inverse problem, is shown in Figure 9 b).

k =5.0 W/(K.m)L 

k =75 W/(K.m)U

1.0

Y

1.0

X

0.5

0.5
0.0

Figure 8: Distributed values of the conductivity k(x, y) used for solving the forward problem
in Case II

Here, the set of functions vr ∈ H1
ΓD,0(Ω), 1 ≤ r ≤ R, was chosen as in Setting 1 of Case I.

We proceeded to compute the generalized Tikhonov-Phillips solution of problem (21) when the
penalizer is given by W2(K) as de�ned in (24). The threshold parameter was now chosen as
γ = 0.0125M , where, as before, M

.
= max1≤i≤L ∥û(xi, yi)∥ while the regularization parameter

α was again chosen by means of the L-curve method. The restored conductivity pro�le k(x, y)
is shown in Figure 10. Here again, despite a few artifacts, we can observe how our method is
able to satisfactory reconstruct the conductivity distribution pro�le.

3.4.3 Case III

For this case the conductivity pro�le is as depicted in Figure 11. Here again we computed
û(x, y) by �rst running the forward problem with T1 = 373.15 [K], T2 = 353.15 [K], c(x, y) =
1.0 = constant, kU = 100 and kL = 0.7. The resulting temperature distribution û(x, y) is shown
in Figure 12 b).

As in the previous case, the set of functions vr ∈ H1
ΓD,0(Ω), 1 ≤ r ≤ R, was chosen as

in Setting 1 of Case I. We proceeded to compute the generalized Tikhonov-Phillips solution
of problem (21) when the penalizer is given by W2(K) as de�ned in (24). The value of the
threshold was now chosen as γ = 0.0125M , where, as before, M

.
= max1≤i≤L ∥û(xi, yi)∥ while
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Figure 9: a) Sketch of the distretized domain used to solve the forward problem for Case II.
The �nite element mesh S2 used is regular with elements size h = 1/200. b) Temperature
distribution û(x, y) for k(x, y) as in Figure 8, Case II.

k =5.0 W/(K.m)L 

k =75 W/(K.m)U

1.0

Y

1.0

X

0.5

0.5
0.0

Figure 10: Reconstruction of k(x, y) obtained using û(x, y) as in Figure 9, using a penalized
least squares approach with W2(K) de�ned as in (24), Case II.

the regularization parameter was again chosen by means of the L-curve method. The restored
conductivity pro�le k(x, y) is shown in Figure 13. Once again we can observe how our method
is able to satisfactory reconstruct the conductivity distribution pro�le.

3.4.4 Case IV

We end up presenting a case where the conductivity pro�le has a very irregular shape, as
depicted in Figure 14. The goal is to verify if the methods is able to detect these irregular
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k =0.70W/(K.m)L 

k =100 W/(K.m)U
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Y
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X

0.5

0.5
0.0

Figure 11: Distributed values of the conductivity k(x, y) used for solving the forward problem
in Case III
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Figure 12: a) Sketch of the discretized domain used to solve the forward problem, for case
III. The �nite element mesh S2 used is regular with elements size h = 1/200. b) Temperature
distribution û(x, y) for k(x, y) as in Figure 11, Case III.

boundaries in k(x, y). Here again we computed û(x, y) by �rst running the forward problem
with T1 = 308.15 [K], T2 = 298.15 [K], c(x, y) = 1.0 = constant, kU = 125 and kL = 20. The
resulting temperature distribution û(x, y) is shown in Figure 15 b).

As in the previous cases, we proceeded to compute the generalized Tikhonov-Phillips so-
lution of problem (21), as the global minimizer of (22) when the penalizer is given by W2(K)
as de�ned in (24). The value of the threshold in this case was chosen as γ = 0.3153M , with
M

.
= max1≤i≤L ∥û(xi, yi)∥ while the regularization parameter was again chosen by means of

the L-curve method. The restored conductivity pro�le k(x, y) is shown in Figure 16. Once
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k =0.70 W/(K.m)L 

k =100W/(K.m)U
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Figure 13: Reconstruction of k(x, y) obtained using û(x, y) as in Figure 12 b), using a penalized
least squares approach with W2(K) de�ned as in (24), Case III.

k =20W/(K.m)L 

k =125 W/(K.m)U

1.0

Y

1.0

X

0.5

0.5
0.0

Figure 14: Distributed values of the conductivity k(x, y) used for solving the forward problem
in Case IV.

again, we can observe how our method is able to quite satisfactory reconstruct the conductivity
distribution pro�le.

Conclusions and future work

In this article we introduced a method for solving the inverse problem of estimating the principal
coe�cient in a steady state elliptic di�usion equation. The method is based on the discretization
of an optimality equation derived from a variational approach which leads to a least squares
problem based on a �delity term. The method is followed by regularization consisting of adding
an appropriate penalizer, encoding prior-information about the conductivity pro�le, leading to
a the problem of �nding the minimizer of a generalized Tikhonov-Phillips functional.
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Figure 15: a) Sketch of the discretized domain used to solve the forward problem, for case
IV. The �nite element mesh S2 used is regular with elements size h = 1/200. b) Temperature
distribution û(x, y) for k(x, y) as in Figure 14, Case IV.
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Figure 16: Reconstruction of k(x, y) obtained using û(x, y) as in Figure 15, using a penalized
least squares approach with W2(K) de�ned as in (24), Case IV.

Several numerical experiments with di�erent types of discontinuous distributions for the
leading coe�cient function k(x, y) were presented, showing that, with the appropriate penal-
izer, the method yields excellent reconstructions of the true (unknown in practical problems)
function.

There is clearly much room for improvements and generalizations. First we �nd it timely
to point out that several numerical experiments have shown that adding more functions in
H1

ΓD,0(Ω) to the the set in (25) does not improve the reconstructions in none of the cases. That
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is due to the severe ill-posedness of the problem.
As it was shown, the success of the method is highly dependent on the appropriate choice

of the regularization term. The penalizer W2 de�ned in (24) works very well for the case in
which k(x, y) takes only two prescribed values. However, in that case, although experiments
showed that the results are somewhat robust with respect to the choice of γ, designing rigorous
analytic ways for estimating an optimal value of that threshold parameter γ is highly desirable.

A detailed analysis of the results and images show that the small artifacts obtained in the
reconstruction of the function k(x, y) are always associated to places where |∇u| = 0. Although
this is reasonable since at those points k cannot be restored, more research is necessary to come
up with a way to avoid those artifacts, perhaps taking into account a-priori information about
the expected conductivity.

In regard to the design of appropriate penalizers, no general recipe is expected to be found
which will work for arbitrary functions k(x, y). It is not completely clear, for instance, what
would be a good choice for the penalizer W (·) in the case in which three (or more) possible
conductivity values are present. E�orts in all of these directions are currently under way.
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