
ISSN 2451-7100

Publicaciones
del IMAL

IMAL Preprints
#2024–0072

Gaussian JNp spaces

Jorge J. Betancor, Estefanía Dalmasso and Pablo Quijano
} Publication Date: October 7, 2024

Publisher: Instituto de Matemática Aplicada del Litoral IMAL “Dra. Eleonor Harboure”

(CCT CONICET Santa Fe – UNL)

�
https://imal.conicet.gov.ar
https://imal.conicet.gov.ar/preprints-del-imal

Publishing Director: Dra. Estefanía Dalmasso

% edalmasso@santafe-conicet.gov.ar

C: 100   M: 0   Y: 30   K: 0
Html: # 00a2b9

2024

https://imal.conicet.gov.ar
https://imal.conicet.gov.ar/preprints-del-imal
mailto:edalmasso@santafe-conicet.gov.ar


GAUSSIAN JNp SPACES

JORGE J. BETANCOR1, ESTEFANÍA DALMASSO2, AND PABLO QUIJANO2

Abstract. In this paper we introduce the John-Nirenberg’s type spaces JNp

associated with the Gaussian measure dγ(x) = π−d/2e−|x|2dx in Rd where
1 < p < ∞. We prove a John-Nirenberg inequality for JNp(Rd, γ). We also

characterize the predual of JNp(Rd, γ) as a Hardy type space.

1. Introduction

In [12], John and Nirenberg introduced the well-known space BMO(Rd) of func-
tions with bounded mean oscillation. Also, they considered a variant of the BMO
condition. This other condition is used to define the space of functions JNp(Rd),
1 < p < ∞, as follows. Let Q0 be a cube in Rd and 1 < p < ∞. We always
assume that the cubes have sides parallel to the coordinate axis and they are open.
A function f ∈ L1(Q0) is said to be in JNp(Q0) when

∥f∥JNp(Q0) := sup

(∑
i

|Qi|
(

1

|Qi|

ˆ
Qi

|f − fQi
|dx
)p
)1/p

<∞,

where the supremum is taken over all the countable families {Qi}∞i=1 of pairwise
disjoint cubes in Q0 and fQi stands for the average of f over the cube Qi. Similarly,
a function f ∈ L1

loc(Rd) is in JNp(Rd) when ∥f∥JNp(Rd) < ∞, where ∥ · ∥JNp(Rd) is
defined analogously.

JNp spaces were considered in the context of interpolation by Campanato [3] and
Stampacchia [19]. More recently, in the last decade a number of papers have inves-
tigated about JNp spaces ([1], [2], [6], [9], [15] and [17], for instance). Related with
the JNp spaces are the dyadic JNp spaces ([13]), the John-Nirenberg-Campanato
spaces ([25]), localized versions of JNp spaces ([23]) and the sparse JNp spaces ([6]),
among others.

Other definitions of JNp spaces appear when the cubes are replaced by other
classes of sets in more general measure metric spaces. Depending on the overlapping
properties of the chosen sets we can obtain different spaces.

In [11], John studied BMO spaces using medians instead of integral averages.
From the results in [21] and [22] it can be deduced that BMO spaces defined by
using medians and averages coincide. Recently, median-type John-Nirenberg spaces
in metric measure spaces have been studied in [18].
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2 J. J. BETANCOR, E. DALMASSO, AND P. QUIJANO

It is not hard to see that Lp ⊂ JNp. Also we have that JNp ⊂ Lp,∞. Further,
both of these inclusions are strict. An example of a function f ∈ JNp(I) \ Lp(I)
where I is an interval in R was defined in [5]. Previously, some results related
to the nonequality Lp ̸= JNp were contained in [15]. In [1], it was proved that
JNp ̸= Lp,∞. Other examples of functions in JNp spaces have been constructed
in [24].

Our objective in this paper is to introduce and to study the JNp spaces associated

with the Gaussian measure dγ(x) = π−d/2e−|x|2dx on Rd that we name JNp(Rd, γ)
with 1 < p <∞.

We consider the function m defined on Rd by

m(x) =

{
1 if x = 0,

min
{
1, 1

|x|

}
if x ̸= 0.

If B is a ball in Rd we denote by cB and rB the center and the radius of B, re-
spectively. Let a > 0. By Ba we represent the family of balls B in Rd satisfying
rB ≤ am(cB). It is usual to name the balls in Ba admissible balls with pa-
rameter a. The Gaussian measure has not the doubling property. However, the
Gaussian measure is doubling on Ba but the doubling constant depends on a ([16,
Proposition 2.1]).

The bounded mean oscillation function space associated with γ in Rd, in short
BMO(Rd, γ), was introduced in [16]. A function f ∈ L1(Rd, γ) is said to be in
BMO(Rd, γ) when

∥f∥⋆,B1
= sup

B∈B1

1

γ(B)

ˆ
B

|f − fB |dγ <∞,

where, for a function f and a ball B, fB = 1
γ(B)

´
B
fdγ. The space BMO(Rd, γ) is

endowed with the norm

∥f∥BMO(Rd,γ) = ∥f∥L1(Rd,γ) + ∥f∥⋆,B1 , f ∈ BMO(Rd, γ).

Thus, (BMO(Rd, γ), ∥ · ∥BMO(Rd,γ)) is a Banach space.

In [16, Proposition 2.4] it was proved that if we define the space BMO(Rd, γ)
associated to the family Ba with a ̸= 1 instead of B1 we obtain again the same
space and the corresponding norms are equivalent.

If Q is a cube in Rd we denote by cQ and ℓQ the center and the side length
of Q respectively. The family Qa consists of all those cubes Q ⊂ Rd such that
ℓQ ≤ am(cQ). If we consider the family Qa instead of B1 to define BMO(Rd, γ) the
new space coincides with that defined using B1 and the corresponding norms are
equivalent.

The main properties of the space BMO(Rd, γ) were established in [16] (see
also [4], [14] and [26]).

Let a > 0 and 1 < p <∞. A function f ∈ L1(Rd, γ) is said to be in JNQa
p (Rd, γ)

when

KQa
p (f) = sup

(∑
i

γ(Qi)

(
1

γ(Qi)

ˆ
Qi

|f − fQi |dγ
)p
)1/p

<∞,

where the supremum is taken over all the countable collections {Qi}i∈N of pairwise

disjoint cubes in Qa. The space JNQa
p (Rd, γ) is endowed with the norm

∥f∥JNQa
p (Rd,γ) = ∥f∥L1(Rd,γ) +KQa

p (f), f ∈ JNQa
p (Rd, γ).

We will prove in Proposition 2.1 that JNQa
p (Rd, γ) actually does not depend on

a > 0. Then we will write in the sequel JNp(Rd, γ) to name JNQa
p (Rd, γ), a > 0. We
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GAUSSIAN JNp SPACES 3

also prove that BMO(Rd, γ) is contained in JNp(Rd, γ), 1 < p < ∞, and appears
when p→ ∞ in JNp(Rd, γ) (see Proposition 2.2).

The following property is a John-Nirenberg type inequality for JNp(Rd, γ).

Theorem 1.1. Let a > 0 and 1 < p <∞. There exists C > 0 such that, for every
Q ∈ Qa, σ > 0 and f ∈ JNp(Rd, γ),

γ ({x ∈ Q : |f − fQ| > σ}) ≤ C

(
KQa

p (f)

σ

)p

.

It is a celebrated result due to Fefferman and Stein ([7]) that the Hardy space
H1(Rd) is the predual of BMO(Rd). In the Gaussian setting, the predual of the
space BMO(Rd, γ) was characterized in [16, Theorem 5.2] as a Hardy type space
H1(Rd, γ) defined by using atoms whose support is contained in admissible balls.

In [5, §6] it was defined a Hardy type space Hp′
(Q) whose dual coincide with

JNp(Q), where p′ = p
p−1 and 1 < p < ∞. The ideas in [5] inspired the duality

properties for John-Nirenberg-Campanato spaces ([23]).
Our main result characterizes a new Hardy type space as the dual of JNp(Rd, γ),

1 < p <∞.
For every 1 ≤ s ≤ ∞ and every cube in Rd we denote by Ls

0(Q, γ) the space
consisting of all those f ∈ Ls(Q, γ) such that

´
Q
fdγ = 0. For 1 < q ≤ ∞ and

a > 0 we say that a function b ∈ A(q, a,Q) if b is supported on a cube Q ∈ Qa and
b ∈ Lq

0(Q, γ).
Let a > 0 and 1 < p < q ≤ ∞. We consider a measurable function g on Rd

defined by g =
∑∞

j=1 bj , where, for every j ∈ N, bj ∈ A(q, a,Qj) being Qj ∈ Qa

and the sequence {Qj}∞j=1 is pairwise disjoint. We say that g is a (p, q, a)-polymer
when

∞∑
j=1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|bj |qdγ

)p/q

<∞. (1.1)

Note that the series defining g is pointwise convergent because {Qj}∞j=1 is pairwise
disjoint. We also define

∥g∥(p,q,a) = inf

 ∞∑
j=1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|bj |qdγ

)p/q
1/p

where the infimum is taken over all the sequences {bj}∞j=1 as above such that

g =
∑∞

j=1 bj and (1.1) holds. By using Jensen inequality we can see that if g is

a (p, q, a)-polymer defined as above, then g ∈ Lp(Rd, γ) and

∥g∥Lp(Rd,γ) ≤

 ∞∑
j=1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|bj |qdγ

)p/q
1/p

. (1.2)

Observe that g = 0 a.e. provided that ∥g∥(p,q,a) = 0. The above estimate implies

that if {gi}i∈N is a sequence of (p, q, a)-polymers such that
∑∞

i=1 ∥gi∥(p,q,q) < ∞,

then the series
∑∞

i=1 gi converges in L
p(Rd, γ).

When q = ∞ the above expressions are understood in the usual way.
We now introduce a Hardy type space as follows. A measurable function g is

in Hp,q,a(Rd, γ) when g = c0 +
∑∞

i=1 gi, where c0 ∈ C, gi is a (p, q, a)-polymer for
every i ∈ N and

∑∞
i=1 ∥gi∥(p,q,a) <∞. The convergence of the series is understood

in Lp(Rd, γ). Note that if g ∈ Hp,q,a(Rd, γ) then g ∈ Lp(Rd, γ). Observe that
c0 is actually unique, since each polymer gi can be written in terms of functions
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4 J. J. BETANCOR, E. DALMASSO, AND P. QUIJANO

bij ∈ A(q, a,Qij) and all of them have zero integral with respect to the Gaussian
measure.

We define the following quantity

∥g∥Hp,q,a(Rd,γ) = |c0|+ inf
∞∑
i=1

∥gi∥(p,q,a),

where the infimum is taken over all the sequences {gi}∞i=1 of (p, q, a)-polymers such
that g = c0 +

∑∞
i=1 gi with c0 =

´
Rd gdγ and

∑∞
i=1 ∥gi∥(p,q,a) <∞. The functional

∥ · ∥Hp,q,a(Rd,γ) is a norm for Hp,q,a(Rd, γ).

Given f ∈ JNp(Rd, γ), we define the functional Λf by

Λfg := lim
N→∞

ˆ
Rd

fNgdγ, (1.3)

where for every N ∈ N,

fN (x) =

{
f(x), if |f(x)| ≤ N

N sgn(f(x)), if |f(x)| > N .

The functional Λf is well-defined, as we shall see in the proof of Theorem 1.2(a).

Theorem 1.2. Let 1 < q < p <∞ and a > 0.

(a) Let f ∈ JNp(Rd, γ). Then Λf ∈ (Hp′,q′,a(Rd, γ))′ and

∥Λf∥(Hp′,q′,a(Rd,γ))′ ≤ C∥f∥JNQa
p (Rd,γ),

where C > 0 does not depend on f .
(b) If Λ ∈ (Hp′,q′,a(Rd, γ))′ there exists a unique f ∈ JNp(Rd, γ) such that

Λ = Λf , defined as in (1.3), and

∥f∥JNQa
p (Rd,γ) ≤ C∥Λ∥(Hp′,q′,a(Rd,γ))′

where C > 0 does not depend on Λ.

Note that from Theorem 1.2 and [10, Lemma 4.14] we can deduce that JNp(Rd, γ)
is a Banach space for every 1 < p <∞. Moreover, as we shall see in Proposition 4.3,
Hp,q,a1

(Rd, γ) = Hp,q,a2
(Rd, γ) whenever a1, a2 > 0 and 1 < p < q <∞.

2. Some properties of the JNp(Rd, γ) spaces

We first prove that the space JNQa
p (Rd, γ) does not depend on a > 0.

Proposition 2.1. Let 1 < p <∞ and a1, a2 > 0. We have that

JN
Qa1
p (Rd, γ) = JN

Qa2
p (Rd, γ)

algebraically and topologically.

Proof. Without loss of generality, we may assume that 0 < a2 < a1. It is clear that

JN
Qa1
p (Rd, γ) ⊆ JN

Qa2
p (Rd, γ) sinceK

Qa2
p (f) ≤ K

Qa1
p (f) for every f ∈ JN

Qa1
p (Rd, γ)

and, therefore,

∥f∥
JN

Qa2
p (Rd,γ)

≤ ∥f∥
JN

Qa1
p (Rd,γ)

, f ∈ JN
Qa1
p (Rd, γ).

We are going to see the other inclusion. Let f ∈ L1(Rd, γ) and Q ∈ Qa1
. As in

the proof of [16, Proposition 2.3], there exist N cubes Q1, . . . , QN ∈ Qa2 contained
in Q and a positive constant C such that γ(Qj) ≤ γ(Q) ≤ Cγ(Qj) for every
j = 1, . . . , N , and

1

γ(Q)

ˆ
Q

|f − fQ|dγ ≤ C

N∑
j=1

1

γ(Qj)

ˆ
Qj

|f − fQj |dγ.
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GAUSSIAN JNp SPACES 5

Here, C > 0 and N ∈ N do not depend on the cube Q.
Consider now a family {Qi}i∈N of cubes in Qa1

such that Qi ∩Qj = ∅ for every
i, j ∈ N, i ̸= j. For a fixed i ∈ N, we consider the collection of cubes {Qi,1, . . . , Qi,N}
in Qa2 associated with Qi as above. Hence, there exists C > 0 for which

∞∑
i=1

γ(Qi)

(
1

γ(Qi)

ˆ
Qi

|f − fQi |dγ
)p

≤ C
∞∑
i=1

γ(Qi)

 N∑
j=1

1

γ(Qi,j)

ˆ
Qi,j

|f − fQi,j |dγ

p

≤ C
∞∑
i=1

γ(Qi)
N∑
j=1

(
1

γ(Qi,j)

ˆ
Qi,j

|f − fQi,j
|dγ

)p

≤ C
N∑
j=1

∞∑
i=1

γ(Qi,j)

(
1

γ(Qi,j)

ˆ
Qi,j

|f − fQi,j
|dγ

)p

≤ CN
(
K

Qa2
p (f)

)p
.

Taking the supremum on the pairwise disjoint families {Qi}i∈N in Qa1 , we get that

K
Qa1
p (f) ≤ CpN

1/pK
Qa2
p (f),

which gives JN
Qa2
p (Rd, γ) ⊆ JN

Qa1
p (Rd, γ) and the inclusion is also continuous. □

The following proposition establishes some relations between BMO(Rd, γ) and
JNp(Rd, γ).

Proposition 2.2.

(a) BMO(Rd, γ) is continuously contained in JNp(Rd, γ) for every 1 < p <∞.

(b) For every a > 0 and f ∈ BMOQa(Rd, γ),

lim
p→∞

∥f∥JNQa
p (Rd,γ) = ∥f∥BMOQa (Rd,γ).

Here, ∥f∥BMOQa (Rd,γ) = supQ∈Qa

1
γ(Q)

´
Q
|f − fQ|dγ + ∥f∥L1(Rd,γ), for

f ∈ BMO(Rd, γ).

Proof.

(a) Let f ∈ BMO(Rd, γ), and suppose {Qi}i∈N is a pairwise disjoint family of
cubes in Q1. Thus, for every 1 < p <∞,

∞∑
i=1

γ(Qi)

(
1

γ(Qi)

ˆ
Qi

|f − fQi
|dγ
)p

≤ ∥f∥p
BMO(Rd,γ)

∞∑
i=1

γ(Qi)

≤ ∥f∥p
BMO(Rd,γ)

.

Then,

∥f∥
JN

Q1
p (Rd,γ)

≤ ∥f∥BMO(Rd,γ), 1 < p <∞.

(b) We adapt an idea given in the proof of [25, Proposition 2.6]. Let a > 0,
1 < p <∞, f ∈ BMO(Rd, γ), and consider Q ∈ Qa. We have that

∥f∥JNQa
p (Rd,γ) ≥ ∥f∥L1(Rd,γ) + γ(Q)1/p

1

γ(Q)

ˆ
Q

|f − fQ|dγ.

Thus,

lim inf
p→∞

∥f∥JNQa
p (Rd,γ) ≥ ∥f∥L1(Rd,γ) +

1

γ(Q)

ˆ
Q

|f − fQ|dγ,
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6 J. J. BETANCOR, E. DALMASSO, AND P. QUIJANO

and we obtain that

lim inf
p→∞

∥f∥JNQa
p (Rd,γ) ≥ ∥f∥BMOQa (Rd,γ). (2.1)

On the other hand, by proceeding as in (a), for every 1 < p <∞,

∥f∥JNQa
p (Rd,γ) ≤ ∥f∥BMOQa (Rd,γ). (2.2)

From (2.1) and (2.2), it follows that

lim
p→∞

∥f∥JNQa
p (Rd,γ) = ∥f∥BMOQa (Rd,γ)

as desired. □

3. A John-Nirenberg inequality for JNp(Rd, γ)

We now prove Theorem 1.1. Let f ∈ JNp(Rd, γ) and Q ∈ Qa. We denote by λ
the Lebesgue measure in Rd. Proceeding as in the proof of [12, Lemma 3] we can
see that

λ ({x ∈ Q : |f(x)− fQ,λ| > σ}) ≤ C

(
KQa

p (f)

σ

)p

, (3.1)

for σ > 0 where

KQa
p (f) = sup

( ∞∑
i=1

λ(Qi)

(
1

λ(Qi)

ˆ
Qi

|f − fQi,λ|dλ
)p
)1/p

and the supremum is taken over all the pairwise disjoint sequences {Qi}∞i=1 of cubes
in Qa. Here, fH,λ = 1

λ(H)

´
H
fdλ for every measurable set H in Rd.

To see this, suppose that H is a cube contained in Q. We have that

|cH | ≤ |cH − cQ|+ |cQ| ≤
√
dℓQ + |cQ| ≤ a

√
dm(cQ) + |cQ|.

Then,

m(cH)−1 = max{1, |cH |} ≤ max{1, |cQ|}+ a
√
dm(cQ)

≤ m(cQ)
−1 + a

√
dm(cQ) ≤ m(cQ)

−1 + a
√
d.

Therefore

m(cQ) ≤ m(cH)(1 + a
√
dm(cQ)) ≤ m(cH)(1 + a

√
d)

and it follows that

ℓH ≤ ℓQ ≤ am(cQ) ≤ a(1 + a
√
d)m(cH).

According to [12, Lemma 3] we deduce that

λ ({x ∈ Q : |f(x)− fQ,λ| > σ}) ≤ C

(
K

Qa(1+a
√

d)
p (f)

σ

)p

,

for σ > 0 and proceeding as in the proof of Proposition 2.1 we obtain that

K
Qa(1+a

√
d)

p (f) ≤ CKQa
p (f)

and (3.1) is proved.
If H ∈ Qa, by using [16, Proposition 2.1(i)] we get

1

λ(H)

ˆ
H

|f − fH,λ|dλ ≤ 2

λ(H)

ˆ
H

|f − fH |dλ ≤ C

γ(H)

ˆ
H

|f − fH |dγ.

Also, [16, Proposition 2.1(i)] implies that if b > 0 there exists C > 0 such that
for every measurable set B ⊂ D with D ∈ Qb

C−1γ(B) ≤ e−|cD|2λ(B) ≤ Cγ(B).
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GAUSSIAN JNp SPACES 7

It follows that, for σ > 0,

γ ({x ∈ Q : |f(x)− fQ,λ| > σ}) ≤ C

(
KQa

p (f)

σ

)p

. (3.2)

Let σ > 0. We have that

γ ({x ∈ Q : |f(x)− fQ| > σ}) ≤γ ({x ∈ Q : |f(x)− fQ,λ| > σ/2})
+ γ ({x ∈ Q : |fQ,λ − fQ| > σ/2}) .

As above, we can write

|fQ,λ − fQ| ≤
1

λ(Q)

ˆ
H

|f − fQ|dλ ≤ C0

γ(Q)

ˆ
H

|f − fQ|dγ ≤ C0γ(Q)−1/pKQa
p (f),

for certain C0 > 0.
Then

γ ({x ∈ Q : |fQ,λ − fQ| > σ/2}) ≤

{
γ(Q) if 0 < σ ≤ 2C0γ(Q)−1/pKQa

p (f),

0 if σ < 2C0γ(Q)−1/pKQa
p (f).

We obtain

γ ({x ∈ Q : |fQ,λ − fQ| > σ/2}) ≤ Cγ(Q)

(
γ(Q)−1/pKQa

p (f)

σ

)p

≤ C

(
KQa

p (f)

σ

)p

Using this and estimate (3.2) we conclude that

γ ({x ∈ Q : |f(x)− fQ| > σ}) ≤ C

(
KQa

p (f)

σ

)p

and the proof of Theorem 1.1 is finished.

4. Duality

In this section we prove Theorem 1.2. In order to do so, we will establish some
preliminary results related to the spaces involved and a covering lemma of admis-
sible cubes.

4.1. Properties of function spaces. First we consider the space JNp,q(Rd, γ) as
follows. Let 1 < p <∞, 1 ≤ q <∞ and a > 0. A function f ∈ L1(Rd, γ) is said to

be in JNQa
p,q (Rd, γ) when

KQa
p,q (f) := sup

( ∞∑
i=1

γ(Qi)

(
1

γ(Qi)

ˆ
Qi

|f − fQi |qdγ
)p/q

)1/p

<∞,

where the supremum is taken over all the pairwise disjoint sequences {Qi}i∈N of

cubes in Qa. The space JNQa
p,q (Rd, γ) is equipped with the norm ∥ · ∥JNQa

p,q (Rd,γ)

defined by

∥f∥JNQa
p,q (Rd,γ) := ∥f∥L1(Rd,γ) +KQa

p,q (f), f ∈ JNQa
p,q (Rd, γ).

When a > 0 and 1 ≤ q < p, JNQa
p,q (Rd, γ) actually does not depend on a and q,

as shown below.

Proposition 4.1. Let a > 0 and 1 ≤ q < p. Then, JNQa
p,q (Rd, γ) = JNp(Rd, γ)

algebraically and topologically.
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8 J. J. BETANCOR, E. DALMASSO, AND P. QUIJANO

Proof. By using Hölder inequality with q and q′ we easily get JNQa
p,q (Rd, γ) ⊆

JNQa
p,1(Rd, γ) = JNp(Rd, γ) for any a > 0, and the inclusion is continuous. Here, we

have used Proposition 2.1.
We will now prove the other inclusion. Let Q ∈ Qa. Since 1 ≤ q < p, Lp,∞(Q, γ)

is continuously contained in Lq(Q, γ), and there exists a constant C > 0 indepen-
dent of Q such that

∥g∥Lq(Q,γ) ≤ Cγ(Q)1/q−1/p∥g∥Lp,∞(Q,γ), g ∈ Lp,∞(Q, γ).

Indeed, given g ∈ Lp,∞(Q, γ) we can write, for t = ∥g∥Lp,∞(Q,γ)γ(Q)−1/p,

∥g∥qLq(Q,γ) = q

ˆ ∞

0

σq−1γ({x ∈ Q : |g(x)| > σ})dσ

≤ q

(ˆ t

0

σq−1γ(Q)dγ +

ˆ ∞

t

σq−1γ({x ∈ Q : |g(x)| > σ})
)

≤ γ(Q)tq + q

ˆ ∞

t

σq−1−p∥g∥pLp,∞(Q,γ)dσ

= γ(Q)tq + q∥g∥pLp,∞(Q,γ)

tq−p

p− q

= γ(Q)1−q/p∥g∥qLp,∞(Q,γ) +
q

p− q
γ(Q)1−q/p∥g∥qLp,∞(Q,γ)

=
p

p− q
γ(Q)1−q/p∥g∥qLp,∞(Q,γ).

Hence,

∥g∥Lq(Q,γ) ≤ Cp,qγ(Q)1/q−1/p∥g∥qLp,∞(Q,γ).

Now, let f ∈ JNp(Q, γ). By proceeding as in the proof of Theorem 1.1 we can
deduce that

∥f − fQ∥Lp,∞(Q,γ) ≤ CK
Qa(1+

√
da)

p,Q (f) ≤ CKQa

p,Q(f),

where

KQb

p,Q(f) := sup

( ∞∑
i=1

γ(Qi)

(
1

γ(Qi)

ˆ
Qi

|f − fQi
|dγ
)p
)1/p

<∞,

and the supremum is taken over all the pairwise disjoint sequences {Qi}i∈N of cubes
in Qa contained in Q.

Then, f − fQ ∈ Lq(Q, γ) and(
1

γ(Q)

ˆ
Q

|f − fQ|qdγ
)1/q

≤ Cp,qγ(Q)−1/p∥f − fQ∥Lp,∞(Q,γ)

≤ Cγ(Q)−1/pKQa

p,Q(f).

Suppose that {Qi}i∈N is a pointwise sequence of cubes in Qa. From the above
inequality we have

∞∑
i=1

γ(Qi)

(
1

γ(Qi)

ˆ
Qi

|f − fQi
|qdγ

)p/q

≤ C
∞∑
i=1

(
KQa

p,Qi
(f)
)p
.

Let ϵ > 0. For every i ∈ N, we choose a pairwise disjoint sequence {Qi,j}j∈N of
cubes in Qa for which(

KQa

p,Qi
(f)
)p

≤
∞∑
j=1

γ(Qi,j)

(
1

γ(Qi,j)

ˆ
Qi,j

|f − fQi,j |dγ

)p

+
ϵ

2i
.
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GAUSSIAN JNp SPACES 9

We get

∞∑
i=1

γ(Qi)

(
1

γ(Qi)

ˆ
Qi

|f − fQi |qdγ
)p/q

≤ C
∞∑
i=1

∞∑
j=1

γ(Qi,j)

(
1

γ(Qi,j)

ˆ
Qi,j

|f − fQi,j
|dγ

)p

+
∞∑
i=1

ϵ

2i

≤ C
(
KQa

p (f)
)p

+ ϵ.

The arbitrariness of ϵ > 0 allows us to obtain( ∞∑
i=1

γ(Qi)

(
1

γ(Qi)

ˆ
Qi

|f − fQi |qdγ
)p/q

)1/p

≤ CKQa
p (f).

This implies that JNp(Rd, γ) is continuously contained in JNQa
p,q (Rd, γ) so the proof

is now finished. □

Proposition 4.2. Let 1 < r < s <∞ and a > 0. The linear space

Aa,s := span


 ⋃

Q∈Qa

Ls
0(Q, γ)

 ∪ {cχRd : c ∈ C}


is dense in Hr,s,a(Rd, γ).

Proof. Suppose first that g is an (r, s, a)-polymer. We can write g =
∑∞

j=1 bj where,

for every j ∈ N, supp bj ⊂ Qj ∈ Qa and bj ∈ Ls
0(Qj , γ), being {Qj}j∈N a sequence

of pairwise disjoint cubes. Also, we have that (1.1) holds.
We can write∥∥∥∥∥∥g −

k∑
j=1

bj

∥∥∥∥∥∥
(r,s,a)

≤

 ∞∑
j=k+1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|bj |sdγ

)r/s
1/r

.

Due to the convergence of the series, for every ϵ > 0, there exists j0 ∈ N such that∥∥∥∥∥∥g −
j0∑
j=1

bj

∥∥∥∥∥∥
(r,s,a)

< ϵ.

Given now g ∈ Hr,s,a(Rd, γ), where g = c0 +
∑∞

i=1 gi with c0 ∈ C, gi is an
(r, s, a)-polymer for every i ∈ N, and

∑∞
i=1 ∥gi∥(r,s,a) < ∞, for every ϵ > 0, there

exists i0 ∈ N such that∥∥∥∥∥g − c0 −
i0∑
i=1

gi

∥∥∥∥∥
Hr,s,a(Rd,γ)

≤
∞∑

i=i0+1

∥gi∥(r,s,a) <
ϵ

2
.

For each of these (r, s, a)-polymers gi, we have that gi =
∑∞

j=1 bij as above.
Therefore, for every i ∈ N, there exists li ∈ N such that∥∥∥∥∥∥gi −

l∑
j=1

bij

∥∥∥∥∥∥
(r,s,a)

<
ϵ

2i0
, for every l ≥ li.

Then, ∥∥∥∥∥∥g − c0 −
i0∑
i=1

li∑
j=1

bij

∥∥∥∥∥∥
Hr,s,a(Rd,γ)
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10 J. J. BETANCOR, E. DALMASSO, AND P. QUIJANO

≤

∥∥∥∥∥g − c0 −
i0∑
i=1

gi

∥∥∥∥∥
Hr,s,a(Rd,γ)

+

∥∥∥∥∥∥
i0∑
i=1

gi − li∑
j=1

bij

∥∥∥∥∥∥
Hr,s,a(Rd,γ)

≤ ϵ

2
+

i0∑
i=1

∥∥∥∥∥∥gi −
li∑

j=1

bij

∥∥∥∥∥∥
(r,s,a)

< ϵ.

The proof is now concluded. □

Proposition 4.3. Let a1, a2 > 0 and 1 < p < q <∞. Then

Hp,q,a1
(Rd, γ) = Hp,q,a2

(Rd, γ)

algebraically and topologically.

Proof. Without loss of generality, we may assume 0 < a2 < a1. Since Qa2
⊂ Qa1

it is immediate that Hp,q,a2
(Rd, γ) is continuously contained in Hp,q,a1

(Rd, γ).
We now prove the converse inclusion.
Let us fix Q ∈ Qa1

and v ∈ Lq
0(Q, γ). We consider, as in [16, Lemma 2.3], the

family of 2d cubes Pi contained in Q with sides parallel to the axes, each having
sidelength ℓPi =

2
3ℓQ and a vertex in common with the cube Q. They verify that

2d⋂
i=1

Pi = P0,

where P0 is a cube with cP0 = cQ and ℓP0 = 1
3ℓQ. As in the proof of [16, Lemma 2.3],

it can be obtained that Pi ∈ Q 2
3a1(1+

√
d

a1
2 ) for each i = 0, . . . , 2d. Consequently,

γ(Pi) ≤ Cd,a1
γ(P0), i = 1, . . . , 2d. (4.1)

We define the functions and scalars given also in the aforementioned proof. For
every i = 1, . . . , 2d,

ψi =
χPi∑2d

k=1 χPk

, λi =
1

γ(P0)

ˆ
Rd

vψidγ,

where χE denotes the characteristic function of the measurable set E ⊂ Rd, and
set

vi = vψi − λiχP0 , v0 = v −
2d∑
i=1

vi.

For every i = 0, . . . , 2d it is clear that supp vi ⊂ Pi and
´
Pi
vidγ = 0. Moreover,

for i = 1, . . . , 2d, by Hölder inequality and (4.1) we get

∥vi∥Lq
0(Pi,γ) ≤ ∥v∥Lq(Pi,γ) +

(
1

γ(P0)

ˆ
Pi

|v||ψi|dγ
)
γ(P0)

1/q

≤ ∥v∥Lq(Pi,γ) + ∥v∥Lq(Pi,γ)
γ(Pi)

γ(P0)

≤ C∥v∥Lq(Pi,γ),

and

∥v0∥Lq
0(P0,γ) ≤ ∥v∥Lq(P0,γ) +

2d∑
i=1

∥vi∥Lq(P0,γ) ≤ (1 + C2d)∥v∥Lq(P0,γ).

If 2
3a1(1+

√
da1

2 ) ≤ a2, we have Pi ∈ Qa2
for every i = 0, . . . , 2d, so we are done.

If, otherwise, there exists some Pi not in Qa2
, we repeat the previous construction

for each of these cubes not belonging to Qa2
. If necessary, we iterate the argument.
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GAUSSIAN JNp SPACES 11

Notice that it will suffice to repeat this construction at most n times, where

n := min
{
k ∈ N :

(
2
3

)k
a1

(
1 +

√
da1

2

)
≤ a2

}
.

This process produce a decomposition of Q into a family of cubes {Pi}i0i=1 in

Qa2 , a decomposition of v into a family of functions {vi}i0i=1 for some i0 ∈ N with
i0 ≤ (1 + 2d)n such that, for every i = 1, . . . , i0, supp vi ⊂ Pi, vi ∈ Lq

0(Pi, γ) and
∥vi∥Lq

0(Pi,γ) ≤ (1+C2d)n∥v∥Lq
0(Q,γ). According to [16, Proposition 2.1(i)], for every

i = 0, . . . , i0, γ(Pi) ∼ γ(Q), where the equivalence does not depend on Q.
Let g be a (p, q, a1)-polymer, that is, g =

∑∞
j=1 vj where, for each j ∈ N,

supp vj ⊂ Qj ∈ Qa1 and vj ∈ Lq
0(Qj , γ), and the sequence of cubes {Qj}j∈N is

pairwise disjoint with

∞∑
j=1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|vj |qdγ

)p/q

<∞. (4.2)

Let j ∈ N. We work as before with vj and Qj . Hence, we obtain a family of

cubes {Pij}i0i=1 in Qa2 and a collection {vij}i0i=1 of functions satisfying that

(a) Qj =
(⋃i0

i=1 Pij

)
∪ Ej , where |Ej | = 0;

(b) supp vij ⊂ Pij , vij ∈ Lq
0(Pij , γ) and ∥vij∥Lq

0(Pij ,γ) ≤ (1+C2d)n∥vj∥Lq
0(Qj ,γ)

for every i = 1, . . . , i0;
(c) there exists C = C(a1, a2, d) > 0 such that

1

C
γ(Pij) ≤ γ(Qj) ≤ Cγ(Pij), i = 1, . . . , i0;

(d) vj =
∑i0

i=1 vij .

Consequently, for any representation of g =
∑∞

j=1 vj as above, we have another

representation of g =
∑

ij vij =
∑i0

i=1 Vi satisfying the properties (a)-(d). Moreover,

for each i = 1, . . . , i0, Vi is a (p, q, a2)-polymer since

∥Vi∥p(p,q,a2)
≤

∞∑
j=1

γ(Pij)

(
1

γ(Pij)

ˆ
Pij

|vij |q
)p/q

≤ C
∞∑
j=1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|vj |q
)p/q

<∞,

and thus

∥g∥Hp,q,a2 (Rd,γ) ≤
i0∑
i=1

∥Vi∥(p,q,a2) ≤ C i0∥g∥(p,q,a1)

being g ∈ Hp,q,a2
(Rd, γ). Notice that the constant does not depend on g. Then,

∥g∥Hp,q,a2
(Rd,γ) ≤ C∥g∥(p,q,a1).

Suppose now that g = c0 +
∑∞

j=1 gj where c0 ∈ C and gj is a (p, q, a1)-polymer

for each j ∈ N with
∑∞

j=1 ∥gj∥(p,q,a1) < ∞. We can represent each gj =
∑i0

i=1 Vij
where Vij is a (p, q, a2)-polymer. Then, as before we can estimate

i0∑
i=1

∞∑
j=1

∥Vij∥(p,q,a2) ≤ C
∞∑
j=1

∥gj∥(p,q,a1) <∞.

We conclude that g ∈ Hp,q,a2
(Rd, γ) with

∥g∥Hp,q,a2
(Rd,γ) ≤ C∥g∥Hp,q,a1

(Rd,γ)

and the constant does not depend on g. □
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12 J. J. BETANCOR, E. DALMASSO, AND P. QUIJANO

4.2. A covering lemma. We now introduce a covering by cubes in Rn that will
be very useful in the proof of Theorem 1.2.

Lemma 4.4. There exists a sequence of cubes {Qn}n∈N such that

(a) Rd = ∪n∈NQn ∪ E with E having null Lebesgue (equivalently Gaussian)
measure.

(b) For every n ∈ N, Qn ∈ QAd
, where Ad = 2

√
d.

(c) There exists Cd depending only on the dimension d such that

#{j ∈ N : Qn ∩Qj ̸= ∅} ≤ Cd, n ∈ N.

(d) There exists, for each k ∈ N, k ≥ 2, a subfamily of cubes in the covering,
named the k-th layer Lk, such that #Lk ≤ Ckd−1 where C only depends on
d, and if Q ∈ Lk then m(cQ) ≤ ℓQ ≤ 2

√
dm(cQ) and there exists a constant

M , independent of k, such that 1
M

√
k ≤ |cQ| ≤Mkd/2.

Proof. We consider the interval I = (α, β) with −∞ < α < β < ∞, and let
0 < δ < β − α. We divide the interval I in subintervals with length (β − α)/δ as
follows:

(a) If β = α+ ℓ β−α
δ , for some ℓ ∈ N, we write Ij as above for j = 1, . . . , ℓ,

Ij =

(
α+ (j − 1)

β − α

δ
, α+ j

β − α

δ

)
(b) If α + (ℓ − 1) β−α

δ < β < α + ℓ β−α
δ , for some ℓ ∈ N, we write Ij as above

for j = 1, . . . , ℓ− 1 and

Iℓ =

(
β − β − α

δ
, β

)
When we divide the interval I as above we say that I is divided by δ finishing in β.

Consider the sequence defined by

a1 = 1 and ak+1 = ak +
1

ak
, k ≥ 1,

which is increasing and ak → ∞ as k → ∞. By proceeding as in [16, p. 298] we

can see that ak ∼
√
k. In fact,

√
2k ≤ ak+1 ≤

√
3k,

for k ∈ N.
Let k ∈ N, k ≥ 1. We define Pk the cube of center cPk

= 0 and side ℓPk
= 2ak,

and Rk = Pk+1 \ Pk.
We have that

Rk =
d⋃

j=1

(R+
k,j ∪R

−
k,j) ∪ E,

where E has null Lebesgue measure and, for every j = 1, . . . , d,

R+
k,j = {(x1, . . . , xd) ∈ Rd : ak < xj < ak+1, |xi| < ak+1, i = 1, . . . , d, i ̸= j}

and

R−
k,j = {(x1, . . . , xd) ∈ Rd : −ak+1 < xj < −ak, |xi| < ak+1, i = 1, . . . , d, i ̸= j}.

Let j = 1, . . . , d. We denote by {Iks }
ℓk+1

s=1 the division of (−ak+1, ak+1) by 1/ak
finishing in ak+1. We name Ik,+0 = (ak, ak+1). We define

H+
j,s1,...,sj−1,sj+1,...,sd

=

(
j−1∏
i=1

Iksi

)
× Ik,+0 ×

 d∏
i=j+1

Iksi

 ,
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GAUSSIAN JNp SPACES 13

where si ∈ {1, . . . , ℓk+1}, i = 1, . . . , d, i ̸= j.
We have that

R+
k,j = ∪H+

j,s1,...,sj−1,s0,sj+1,...,sk
.

In a similar way we can write

R−
k,j = ∪H−

j,s1,...,sj−1,sj+1,...,sk
,

where H− is defined as H+ by replacing Ik,+0 with Ik,−0 = (−ak+1,−ak).
Thus we obtain a covering (modulo a set with null Lebesgue measure) of Rk.

The cubes in this covering will be called the cubes in the k-th layer.
Note that if Q and Q′ are cubes in different layers then Q ∩Q′ = ∅. Also, there

exists C = C(d) such that, for every k ∈ N and every cube Q in the k-th layer

#{Q′ : Q′ ∩Q ̸= ∅, Q′ is a cube in the k-th layer} ≤ C.

On the other hand, since ak ∼
√
k we have that

#Lk ≤ Ckd−1,

where Lk collects the cubes of the covering in the k-th layer, and there exists
M > 0 such that for every Q ∈ Lk,

1
M

√
k ≤ |cQ| ≤ Mkd/2. We define {Qn}n∈N =⋃

k∈N Lk. □

Let A > 1 and Q ∈ QA such that m(cQ) ≤ ℓQ and |cQ| > 1/2. Let B be the ball
inscribed in Q, that is, cB = cQ and rB = ℓQ/2. We can construct a ball M(B)
such that cM(B) is in the segment joining 0 and cB , cB is in the boundary of M(B)
and rM(B) = m(cM(B))/2.

To show this construction can be made suppose first that |cB | ≥ 3/2. In this
case we can set cM(B) in the segment joining 0 and cB such that

|cM(B)| =
|cB |+

√
|cB |2 − 2

2
.

Therefore |cM(B)| ≥ 1 and setting rM(B) = 1/(2|cM(B)|) we obtain

rM(B) =
m(cM(B))

2
and |cM(B)|+ rM(B) = |cB |

showing that cB lies in the boundary of M(B) = B(cM(B), rM(B)).
On the other hand, if 1/2 < |cB | < 3/2 we can choose cM(B) in the segment

joining 0 and cB such that |cM(B)| = |cB | − 1/2. Then, choosing rM(B) = 1/2 we
again that, since |cB | < 1,

rM(B) =
m(cM(B))

2
and |cM(B)|+ rM(B) = |cB |

showing that cB lies in the boundary of M(B) = B(cM(B), rM(B)).
Also, if we name M(Q) the cube circumscribed around M(B) we have that

cM(B) = cM(Q) and ℓM(Q) = 2rM(B) = m(cM(Q)). Therefore, it is possible to

iterate this procedure obtaining M2(Q) = M(M(Q)) as long as |cM(Q)| > 1/2.
Given a cube Q ∈ QA such that m(cQ) ≤ ℓQ and |cQ| > 1/2 we will denote KQ the
integer such that |cMKQ (Q)| ≤ 1/2 and |cMKQ−1(Q)| > 1/2.

Lemma 4.5. Let A > 1 and Q ∈ QA such that m(cQ) ≤ ℓQ and |cQ| > 1/2. Let
B be the ball inscribed in Q, M(B) and M(Q) the ball and the cube obtained in
the construction above, B′ the larger ball contained in M(B) ∩ B and Q′ the cube
circumscribed around B′. Then there exists K > 0 independent of Q such that

γ(M(Q))

γ(Q′)
≤ K.

Also if |cQ| ≤ D
√
d for some constant D, then KQ ≤ D2d.
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14 J. J. BETANCOR, E. DALMASSO, AND P. QUIJANO

Proof. Notice that if M(B) ⊂ B, then M(Q) = Q′ and

γ(M(Q))

γ(Q′)
= 1.

If M(B) ⊊ B we distinguish 3 cases. First, suppose that |cM(B)| ≥ 1. Then

ℓM(Q) − ℓQ = 2(rM(B) − rB) ≤ m(cM(B))−m(cB)

=
1

|cM(B)|
− 1

|cB |
=

|cB | − |cM(B)|
|cB ||cM(B)|

=
rM(B)

|cB ||cM(B)|
≤ 4r2M(B)rB =

ℓ2M(Q)ℓQ

2
.

Thus

ℓM(Q) ≤ ℓQ

(
1 +

ℓ2M(Q)

2

)
.

Now,

ℓQ ≤ AℓM(Q) ≤ AℓQ

(
1 +

ℓ2M(Q)

2

)
≤ AℓQ

(
1 +

m2(cM(Q))

2

)
≤ 3A

2
ℓQ.

Therefore
2

3
ℓM(Q) ≤ ℓQ ≤ AℓM(Q).

Since 2ℓQ′ = ℓQ the conclusion follows.
Second, suppose that M(B) ⊊ B and |cM(B)| ≤ |cB | ≤ 1. In this case, rB =

2rB′ ≥ rM(B) and the conclusion follows immediately.
Suppose now that |cM(B)| ≤ 1 ≤ |cB |. Then, proceeding similarly to the first

case

ℓM(Q) − ℓQ ≤ 2rM(B)rB =
ℓM(Q)ℓQ

2
.

Thus

ℓM(Q) ≤ ℓQ

(
1 +

ℓM(Q)

2

)
.

Now,

ℓQ ≤ AℓM(Q) ≤ AℓQ

(
1 +

ℓM(Q)

2

)
≤ AℓQ

(
1 +

m(cM(Q))

2

)
≤ 3A

2
ℓQ.

Therefore
2

3
ℓM(Q) ≤ ℓQ ≤ AℓM(Q).

Since 2ℓQ′ = ℓQ the conclusion follows.

Finally, assume that |cQ| ≤ D
√
d, then

ℓMj(Q) = m(cMj(Q)) ≥ m(cQ) ≥
1

2|cQ|
≥ 1

2D
√
d
.

Thus,

KQ ≤ 4D
√
d|cQ| ≤ D2d. □
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GAUSSIAN JNp SPACES 15

4.3. Proof of Theorem 1.2. We will prove (a).
We first establish a result that will help us to better understand the proof of (a).

Lemma 4.6. Let 1 < q < p, a > 0, f ∈ JNQa
p,q (Rd, γ), and C1, C2 > 0. Assume

that for every i ∈ N, gi is a (p′, q′, a)-polymer with
∑∞

i=1 ∥g∥(p′,q′,a) < ∞. For

every i ∈ N, we have that gi =
∑∞

j=1 bij where, for every j ∈ N, bij ∈ Lq′

0 (Qj , γ)

and supp bij ⊂ Qij, being {Qij}j∈N a family of pairwise disjoint cubes in Qa, and
suppose that ∞∑

j=1

γ(Qij)

(
1

γ(Qij)

ˆ
Qij

|bij |q
′
dγ

)p′/q′
1/p′

≤ C1∥gi∥(p′,q′,a), i ∈ N.

Then,
∞∑
i=1

∞∑
j=1

∣∣∣∣∣
ˆ
Qij

fbijdγ

∣∣∣∣∣ ≤ C1∥f∥JNQa
p,q (Rd,γ)

∞∑
i=1

∥gi∥(p′,q′,a). (4.3)

If, in addition, g = c0 +
∑∞

i=1 gi for some c0 ∈ C, and

|c0|+
∞∑
i=1

∥gi∥(p′,q′,a) ≤ C2∥g∥Hp′,q′,a(Rd,γ),

then∣∣∣∣∣∣c0
ˆ
Rd

fdγ +
∞∑
i=1

∞∑
j=1

ˆ
Qij

fbijdγ

∣∣∣∣∣∣ ≤ (1 + C1)C2∥f∥JNQa
p,q (Rd,γ)∥g∥Hp′,q′,a(Rd,γ).

(4.4)

Proof. First, let us show that, for every i ∈ N, (4.3) holds, where f, gi, bij and the
cubes are as in the hypotheses. Indeed, for i ∈ N, since

´
Qij

bijdγ = 0 for each

j ∈ N, by Hölder inequality we get
∞∑
j=1

∣∣∣∣∣
ˆ
Qij

fbijdγ

∣∣∣∣∣ =
∞∑
j=1

γ(Qij)
1

γ(Qij)

∣∣∣∣∣
ˆ
Qij

(f − fQij )bijdγ

∣∣∣∣∣
≤

∞∑
j=1

γ(Qij)

(
1

γ(Qij)

ˆ
Qij

|f − fQij
|qdγ

)1/q (
1

γ(Qij)

ˆ
Qij

|bij |q
′
dγ

)1/q′

≤

 ∞∑
j=1

γ(Qij)

(
1

γ(Qij)

ˆ
Qij

|f − fQij
|qdγ

)p/q
1/p

×

 ∞∑
j=1

γ(Qij)

(
1

γ(Qij)

ˆ
Qij

|bij |q
′
dγ

)p′/q′
1/p′

≤ ∥f∥JNQa
p,q (Rd,γ)

 ∞∑
j=1

γ(Qij)

(
1

γ(Qij)

ˆ
Qij

|bij |q
′
dγ

)p′/q′
1/p′

≤ C1∥f∥JNQa
p,q (Rd,γ)∥gi∥(p′,q′,a). (4.5)

On the other hand, if g = c0+
∑∞

i=1 gi for some c0 ∈ C and gi as before for every
i ∈ N, with |c0|+

∑∞
i=1 ∥gi∥(p′,q′,a) ≤ C2∥g∥Hp′,q′,a(Rd,γ), we can write∣∣∣∣∣c0

ˆ
Rd

fdγ +
∞∑
i=1

∞∑
j=1

ˆ
Qij

fbijdγ

∣∣∣∣∣∣
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16 J. J. BETANCOR, E. DALMASSO, AND P. QUIJANO

≤ |c0|∥f∥JNQa
p,q (Rd,γ) + C1∥f∥JNQa

p,q (Rd,γ)

∞∑
i=1

∥gi∥(p′,q′,a)

≤ (1 + C1)∥f∥JNQa
p,q (Rd,γ)

(
|c0|+

∞∑
i=1

∥gi∥(p′,q′,a)

)
≤ (1 + C1)C2∥f∥JNQa

p,q (Rd,γ)∥g∥Hp′,q′,a(Rd,γ). □

Let f ∈ JNp(Rd, γ). According to Proposition 4.1, given a > 0, f ∈ JNQa
p,q (Rd, γ)

for any 1 < q < p so the previous results apply to f .
We now adapt some of the ideas of [5, pp. 599-600]. We define, for every N ∈ N,

fN (x) =

{
f(x), if |f(x)| ≤ N

N sgn(f(x)), if |f(x)| > N .

Assume that g ∈ Hp′,q′,a(Rd, γ). Our next objective is to see that the limit

lim
N→∞

ˆ
Rd

fNgdγ

exists, and also that

Λfg := lim
N→∞

ˆ
Rd

fNgdγ

it satisfies

|Λfg| ≤ C∥f∥JNp(Rd,γ)∥g∥Hp′,q′,a(Rd,γ)

for some constant C > 0 independent of f and g.
According to [20, Remark 1.1.3, p. 141] and [8, Exercise 3.1.4], for every cube Q

in Rd, ˆ
Q

|fN − (fN )Q|qdγ ≤ C

ˆ
Q

|f − fQ|qdγ, (4.6)

where the constant C does not depend on N and Q.
From (4.6) we deduce that

∥fN∥JNQa
p,q (Rd,γ) ≤ ∥f∥JNQa

p,q (Rd,γ), N ∈ N.

On the other hand, notice that fN ∈ L∞(Rd, γ) for every N ∈ N.
If g ≡ c0 for some c0 ∈ C, our objective is clear. Otherwise, we can write

g = c0 +
∑∞

i=1 gi for some c0 ∈ C and 0 ̸≡ gi being (p′, q′, a)-polymers for every
i ∈ N.

For every polymer gi, since ∥gi∥(p′,q′,a) ̸= 0 we can write gi =
∑∞

j=1 bij where,

for every j ∈ N, bij ∈ Lq′

0 (Qij , γ) and supp bij ⊂ Qij , being {Qij}j∈N a family of
pairwise disjoint cubes in Qa, with the property that ∞∑

j=1

γ(Qij)

(
1

γ(Qij)

ˆ
Qij

|bij |q
′
dγ

)p′/q′
1/p′

≤ 2∥gi∥(p′,q′,a).

By using (1.2), the polymeric expansion converges in Lp′
(Rd, γ) and, since γ is

a probability measure, also converges in L1(Rd, γ). We have that
ˆ
Rd

fNgdγ = c0

ˆ
Rd

fdγ +
∞∑
i=1

ˆ
Rd

fNgidγ, N ∈ N.

Since f ∈ L1(Rd, γ) and |fN | ≤ |f | for every N ∈ N, the Dominated Convergence
Theorem leads to

lim
N→∞

ˆ
Rd

fNdγ =

ˆ
Rd

fdγ.
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GAUSSIAN JNp SPACES 17

Since, for every i ∈ N, {Qij}j∈N is pairwise disjoint and supp(bij) ⊂ Qij , j ∈ N,
we can write

∞∑
i=1

ˆ
Rd

fNgidγ =
∞∑
i=1

∞∑
j=1

ˆ
Rd

fNbijdγ, N ∈ N.

According to Proposition 4.1 and Theorem 1.1, there exists C > 0 such that for
every Q ∈ Qa and σ > 0,

γ ({x ∈ Q : |f(x)− fQ| > σ}) ≤ C

(
KQa

p (f)

σ

)p

.

Therefore, given Q ∈ Qa and σ > 0, we can write

γ ({x ∈ Q : |f(x)| > σ}) ≤ γ
(
{x ∈ Q : |f(x)− fQ| > σ

2 }
)
+ γ

(
{x ∈ Q : |fQ| > σ

2 }
)

≤ C

(
KQa

p (f)

σ

)p

+

{
0, if |fQ| ≤ σ

2 ,

γ(Q), if |fQ| > σ
2 ,

≤ C

(
KQa

p (f)

σ

)p

+ γ(Q)C

(
2|fQ|
σ

)p

,

and we conclude that f ∈ Lp,∞(Q, γ). Since 1 < q < p, f ∈ Lq(Q, γ) (see the proof
of Proposition 4.1).

Let i, j ∈ N. We get |fNbij | ≤ |f ||bij | ∈ L1(Qij , γ) for every N ∈ N. Dominated
Convergence Theorem leads to

lim
N→∞

ˆ
Qij

fNbijdγ =

ˆ
Qij

fbijdγ.

By proceeding as in (4.5) and using first (4.6), we get, for each i,N ∈ N,∣∣∣∣∣
ˆ
Qij

fNbijdγ

∣∣∣∣∣
≤ γ(Qij)

(
1

γ(Qij)

ˆ
Qij

|fN − (fN )Qij |qdγ

)1/q (
1

γ(Qij)

ˆ
Qij

|bij |q
′
dγ

)1/q′

≤ Cγ(Qij)

(
1

γ(Qij)

ˆ
Qij

|f − fQij
|qdγ

)1/q (
1

γ(Qij)

ˆ
Qij

|bij |q
′
dγ

)1/q′

, (4.7)

and

∞∑
j=1

γ(Qij)

(
1

γ(Qij)

ˆ
Qij

|f − fQij
|qdγ

)1/q (
1

γ(Qij)

ˆ
Qij

|bij |q
′
dγ

)1/q′

≤ 2∥f∥JNQa
p,q (Rd,γ)∥gi∥(p′,q′,a). (4.8)

By applying again the Dominated Convergence Theorem, we get, for every i ∈ N,

lim
N→∞

ˆ
Rd

fNgidγ = lim
N→∞

∞∑
j=1

ˆ
Qij

fNbijdγ =
∞∑
i=1

∞∑
j=1

ˆ
Qij

fbijdγ.

From (4.7) and (4.8), since
∑∞

i=1 ∥gi∥(p′,q′,a) < ∞, again Dominated Convergence
Theorem leads to

lim
N→∞

ˆ
Rd

fN (g − c0)dγ = lim
N→∞

∞∑
i=1

ˆ
Rd

fNgidγ =
∞∑
i=1

∞∑
j=1

ˆ
Qij

fbijdγ.

According to Lemma 4.6 and Proposition 4.1 we conclude that

|Λfg| ≤ C∥f∥JNp(Rd,γ)∥g∥Hp′,q′,a(Rd,γ),
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18 J. J. BETANCOR, E. DALMASSO, AND P. QUIJANO

with C independent of f and g. Therefore, Λf ∈ (Hp′,q′a(Rd, γ))′ and

∥Λf∥(Hp′,q′a(Rd,γ))′ ≤ C∥f∥JNp(Rd,γ).

We will now see (b). Assume that Λ ∈ (Hp′,q′,a(Rd, γ))′.

Note first that for any 1 < p′ < q′ < ∞, a > 0 and Q ∈ Qa, L
q′

0 (Q, γ) is

continuously contained in Hp′,q′,a(Rd, γ). Indeed, let Q ∈ Qa. Any g ∈ Lq′

0 (Q, γ)
happens to be a (p′, q′, a)-polymer and

∥g∥Hp′,q′,a(Rd,γ) ≤ γ(Q)1/p
′−1/q′

(ˆ
Q

|g|q
′
dγ

)1/q′

≤ ∥g∥
Lq′

0 (Q,γ)
. (4.9)

Then, Λ|
Lq′

0 (Q,γ)
∈ (Lq′(Q, γ))′ and there exists hq′,Q ∈ Lq(Q, γ) such that

Λ(g) =

ˆ
Q

ghq′,Qdγ, g ∈ Lq′

0 (Q, γ).

Replacing hq′,Q by hq′,Q − γ−1(Q)
´
Q
hq′,Qdγ shows that we can consider hq′,Q ∈

Lq
0(Q, γ).
If H is a measurable set in Rd and h is a measurable function defined on H we

say that h represents Λ on all the cubes in Qa contained in H when for every cube
R ∈ Qa contained in H, h|R represents Λ|

Lq′
0 (R,γ)

. According to this definition we

have that hq′,Q represents Λ on all the cubes R ∈ Qa contained in Q. Note that
also, for every c ∈ C, hq′,Q+c represents Λ on all the cubes R ∈ Qa contained in Q.

The arguments developed in [16, steps I, II and II, p. 300-301] allow us to define
a function hΛ on Rd which represents Λ on all the cubes in Qa.

Our objective is to prove that hΛ ∈ JNp,q(Rd, γ). Then, by Proposition 4.1 we
can conclude that hΛ ∈ JNp(Rd, γ). To do this, we claim first that hΛ ∈ L1(Rd, γ).

By Proposition 4.3 it suffices to pick any value a ∈ Rd. Let a = Ad as in
Lemma 4.4(b) and consider the function hΛ that represents Λ on all the cubes in
QAd

. Given Q ∈ QAd
, there exists αQ ∈ C such that

hΛ
∣∣
Q
= hq′,Q + αQ.

Using (4.9),

∥hq′,Q∥L1(Q,γ) ≤ γ(Q)1/q
′
(ˆ

Q

|hq′,Q|qdγ
)1/q

≤ γ(Q)1/q
′

sup
∥g∥

L
q′
0 (Q,γ)

≤1

∣∣∣∣ˆ
Q

hq′,Qgdγ

∣∣∣∣
≤ γ(Q)1/q

′
∥Λ∥(Hp′,q′,a(Rd,γ))′ sup

∥g∥
L
q′
0 (Q,γ)

≤1

∥g∥Hp′,q′,a(Rd,γ)

≤ γ(Q)1/q
′
∥Λ∥(Hp′,q′,a(Rd,γ))′ .

We get

∥hΛ∥L1(Q,γ) ≤ ∥hq′,Q∥L1(Q,γ) + |αQ|γ(Q)

≤ γ(Q)1/q
′
∥Λ∥(Hp′,q′,a(Rd,γ))′ + |αQ|γ(Q).

By proceeding as in [16, p. 302] we deduce that

|αQ| ≤ CKQ∥Λ∥(Hp′,q′,a(Rd,γ))′

Then,

∥hΛ∥L1(Q,γ) ≤ C
(
γ(Q)1/q

′
+KQγ(Q)

)
∥Λ∥(Hp′,q′,a(Rd,γ))′ .
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GAUSSIAN JNp SPACES 19

Now, we consider the covering {Qn}n∈N given in Lemma 4.4 and write

∥hΛ∥L1(Rd,γ) ≤
∑
n∈N

∥hΛ∥L1(Qn,γ)

≤ C∥Λ∥(Hp′,q′,a(Rd,γ))′

∑
n∈N

(
γ(Qn)

1/q′ +KQn
γ(Qn)

)
.

According to [16, Proposition 2.1] there exists C > 1 such that for every Q ∈ QAd

and every x ∈ Q
1

C
≤ e|cQ|2−|x|2 ≤ C.

It follows that, for each n ∈ N

γ(Qn) ≤ Ce−|cQn |2ℓdQn

By Lemmas 4.4 (d) and 4.5, if Q is a cube in the k-th layer of {Qn} we get

γ(Q) ≤ Ce−ckk−d/2, and KQ ≤ Ck, k ∈ N.

Also by Lemma 4.4 (d), the number of cubes in the k-th layer of {Qn} is controlled
by Ckd−1 for every k ∈ N. Note that the constant C in the last three appearances
only depend on the dimension d.

Therefore, we obtain
∞∑

n=1

γ(Qn)
1/q′ ≤ C

∞∑
k=1

(
e−ckk−d/2kd−1

)1/q′
<∞

and
∞∑

n=1

KQnγ(Qn) ≤ C

∞∑
k=1

e−ckk−d/2kd−1 <∞.

Thus, we have proved that hΛ ∈ L1(Rd, γ).
Using the ideas in [5, p. 601-602], we are going to see now that

K
QAd
p,q (hΛ) ≤ C∥Λ∥(Hp′,q′,a(Rd,γ))′ ,

where C does not depend on Λ.
We consider a finite pairwise disjoint family of cubes {Qj}Nj=1 ⊂ QAd

. We can
write, for every j = 1, . . . , N ,(

1

γ(Qj)

ˆ
Qj

|hΛ − hΛQj
|qdγ

)1/q

= sup
1

γ(Qj)

ˆ
Qj

hΛbjdγ,

where the supremum is taken over all the functions bj ∈ Lq′

0 (Qj) such that

1

γ(Qj)

ˆ
Qj

|bj |q
′
dγ = 1. (4.10)

Let ϵ > 0. We choose, for every j = 1, . . . , N , bj ∈ Lq′

0 (Qj , γ) such that (4.10)
holds and(

1

γ(Qj)

ˆ
Qj

|hΛ − hΛQj
|qdγ

)1/q

=
1

γ(Qj)

ˆ
Qj

hΛbjdγ +
ϵ

λjNγ(Qj)
.

Here {λj}Nj=1 ⊂ (0,∞) is such that
∑N

j=1 γ(Qj)λ
p′

j = 1 and N∑
j=1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|hΛ − hΛQj
|qdγ

)p/q
1/p
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20 J. J. BETANCOR, E. DALMASSO, AND P. QUIJANO

=
N∑
j=1

γ(Qj)λj

(
1

γ(Qj)

ˆ
Qj

|hΛ − hΛQj
|qdγ

)1/q

.

We define g =
∑N

j=1 λjbj . It follows that

 N∑
j=1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|hΛ − hΛQj
|qdγ

)p/q
1/p

=
N∑
j=1

λj

ˆ
Qj

hΛbjdγ + ϵ

=

ˆ
Rd

hΛ
N∑
j=1

λjbjdγ + ϵ

=

ˆ
Rd

hΛgdγ + ϵ

= Λ(g) + ϵ.

The function g is a (p′, q′, Ad)-polymer and

∥g∥(p′,q′,Ad) ≤

 N∑
j=1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|λjbj |q
′
dγ

)p′/q′
1/p′

=

 N∑
j=1

γ(Qj)λ
p′

j

1/p′

= 1.

Then, ∥g∥Hp′,q′,Ad
(Rd,γ) ≤ 1 and |Λ(g)| ≤ ∥Λ∥(Hp′,q′,Ad

(Rd,γ))′ . We obtain N∑
j=1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|hΛ − hΛQj
|qdγ

)p/q
1/p

≤ ∥Λ∥(Hp′,q′,Ad
(Rd,γ))′ + ϵ.

It follows that

inf

 N∑
j=1

γ(Qj)

(
1

γ(Qj)

ˆ
Qj

|hΛ − hΛQj
|qdγ

)p/q
1/p

≤ ∥Λ∥(Hp′,q′,Ad
(Rd,γ))′ + ϵ,

where the infimum is taken over all the families {Qj}Nj=1 of pairwise disjoint cubes
in QAd

, with N ∈ N. The arbitrariness of ϵ > 0 allow us to conclude that

K
QAd
p,q (hΛ) ≤ C∥Λ∥(Hp′,q′,a(Rd,γ))′ ,

and, by virtue of Proposition 4.1, that hΛ ∈ JNp(Rd, γ).
We are going to see that there exists α ∈ C such that Λ = Λf where f = hΛ + α.

Let g ∈ Hp′,q′,a(Rd, γ) \ {0}.
Suppose that c0 ∈ C and consider g = c0. We have

Λ(g) = c0Λ(1) = c0

(
Λ(1)−

ˆ
Rd

hΛdγ

)
+

ˆ
Rd

ghΛdγ.

We define α = Λ(1) −
´
Rd h

Λdγ, so it is clear that f = hΛ + α ∈ JNp(Rd, γ) and
Λf (g) = Λ(g).

Suppose now that g is a nonconstant function in JNp(Rd, γ). Therefore, A :=
inf
∑∞

i=1 ∥gi∥(p′,q′,a) > 0, where the infimum is taken over all the sequences {gi}i∈N
of (p′, q′, a)-polymers such that

∑∞
i=1 ∥gi∥(p′,q′,a) < ∞ and g = c0 +

∑∞
i=1 gi, for

some c0 ∈ C.
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GAUSSIAN JNp SPACES 21

Thus, there exists a sequence {gi}i∈N of (p′, q′, a)-polymers such that gi ̸≡ 0 for
every i ∈ N, g = c0 +

∑∞
i=1 gi, with

∞∑
i=1

∥gi∥(p′,q′,a) ≤ 2A.

For every i ∈ N, we write gi =
∑∞

j=1 bij , where for every j ∈ N, bij ∈ Lq′

0 (Qij , γ)

and supp bij ⊂ Qij , being {Qij}∞j=1 is a family of pairwise disjoint cubes in QAd

such that  ∞∑
j=1

γ(Qij)

(
1

Qij

ˆ
Qij

|bij |q
′
dγ

)p′/q′
1/q′

≤ 2∥gi∥(p′,q′,a).

By proceeding as in the proof of Proposition 4.2 we can see that there exists two
sequences {ik}k∈N and {jk}k∈N of nonnegative integers such that

c0 +

ik∑
i=1

jk∑
j=1

bij −→ g,

as k → ∞, in Hp′,q′,a(Rd, γ). Since Λ ∈ (Hp′,q′,a(Rd, γ))′ we get

Λ(g) = c0Λ(1) + lim
k→∞

ik∑
i=1

jk∑
j=1

Λ(bij)

= c0Λ(1) +

∞∑
i=1

∞∑
j=1

ˆ
Rd

hΛbijdγ,

where the series is absolutely convergent (see part (a) of this proof). Then,

Λ(g) = c0

(
Λ(1)−

ˆ
Rd

hΛdγ

)
+ ΛhΛ(g).

We define f = hΛ −
´
Rd h

Λdγ + Λ(1) := hΛ + α. It is clear that f ∈ JNp(Rd, γ)
and we also have that

Λf (g) = c0

ˆ
Rd

fdγ +

∞∑
i=1

∞∑
j=1

ˆ
Rd

fbijdγ

= c0Λ(1) +
∞∑
i=1

∞∑
j=1

ˆ
Rd

hΛbijdγ

= Λ(g).

The proof of Theorem 1.2 is now complete.
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results. Bull. Lond. Math. Soc. 46, 5 (2014), 1032–1042.
[10] Jiang, R., and Yang, D. Generalized vanishing mean oscillation spaces associated with

divergence form elliptic operators. Integral Equations Operator Theory 67, 1 (2010), 123–
149.

[11] John, F. Quasi-isometric mappings. In Seminari 1962/63 Anal. Alg. Geom. e Topol., Vol.

2, Ist. Naz. Alta Mat. Ed. Cremonese, Rome, 1965, pp. 462–473.
[12] John, F., and Nirenberg, L. On functions of bounded mean oscillation. Comm. Pure Appl.

Math. 14 (1961), 415–426.
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