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SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF

LOCAL FRACTIONAL MAXIMAL AND INTEGRAL

OPERATORS.

MAURICIO RAMSEYER, OSCAR SALINAS, JUAN SOTTO RÍOS, AND MARISA TOSCHI.

Abstract. Let Ω be a proper open subset of Rn We give sufficient conditions
about local weights for the two-weight norm inequality for the local fractional

maximal and the local fractional integral operator acting on weighted Lebesgue

spaces. By using the technique of sparse operators we obtained improved
results taking into account the proposed hypotheses. As applications we obtain

a priori estimate for solutions of ∆mu = f in Ω, acting in weighted Sobolev

spaces involving the distance to the boundary and different local weights. In
the context of Schödinger type operators we prove as another application the

boundedness of the Riesz potential Iαµ , for 0 < α < 2, n ≥ 3 and µ be a Radon

measure on Rn. Some illuminating examples are set out at the end of the
article.

1. Introduction

Let Ω be a proper open and non empty subset of Rn. The notationQ = Q(xQ, lQ)
means a cube Q with sides parallel to the coordinate axes, where xQ and lQ are
the center and the length of half of its side respectively. Here, when we mention
the metric d, we mean the usual d∞. As usual we will denote by λQ the cube with
same center and side length λ-times of Q.

For 0 < β < 1, we consider the family of cubes well-inside of Ω defined by

Fβ = {Q = Q(xQ, lQ) : xQ ∈ Ω, lQ < β d(xQ,Ω
c)} .

Associated to this families we give the definitions of the operators with which
we will work.

Definition 1.1. Let 0 ≤ γ < 1, 0 < β < 1 and f ∈ L1
loc(Ω). For x ∈ Ω we define

the local fractional maximal operator as

Mγ
β f(x) = sup

Q∈Fβ

(
|Q|γ−1

∫
Q

|f |
)
χQ(x) .

Definition 1.2. Let 0 < γ < 1, 0 < β < 1 and f ∈ L1
loc(Ω). For x ∈ Ω we define

the local fractional integral operator as

Iγβf(x) =

∫
Q(x,βd(x,Ωc))

f(y)

|x− y|n(1−γ)
dy .
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2 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

Next, we present the class of weights involves in this work. But first we introduce
some notation. For a locally integrable function f and a cube Q in Rn, with
0 < |Q| <∞, we define the localized Lp norm, 1 ≤ p <∞, by

∥f∥p,Q =

(
1

|Q|

∫
Q

|f(x)|p dx
) 1
p

.

A function φ : [0,∞) → [0,∞) is a Young function if φ is continuous, convex and
strictly increasing, φ(0) = 0 and φ(t)/t → ∞ as t → ∞. There exists an associate
function to φ namely φ defined by φ(t) = sups>0

(
st − φ(t)

)
. This function is

important because it allows us to recover tools widely used in theory, among them
the Hölder inequality. Finally, if φ is a Young function, the normalized Luxembourg
norm of f in Q is

∥f∥φ,Q = inf

{
λ > 0 :

1

|Q|

∫
Q

φ

(
|f(x)|
λ

)
dx ≤ 1

}
.

In each of the following three definitions the parameters are 0 < β < 1, 0 ≤ γ < 1
and 1 < p ≤ q <∞ .

Definition 1.3. We say that the pair of weights (u, v) belongs to the class Aβ,γp,q if
and only if

[u, v]Aβ,γp,q = sup
Q∈Fβ

|Q|γ+
1
q−

1
p

∥∥∥u 1
q

∥∥∥
q,Q

∥∥∥v− 1
p

∥∥∥
p′,Q

<∞.

Definition 1.4. Let ψ be a Young function. We say that the pair of weights (u, v)

belongs to the class Aβ,γp,q,ψ if and only if

[u, v]Aβ,γp,q,ψ
= sup
Q∈Fβ

|Q|γ+
1
q−

1
p

∥∥∥u 1
q

∥∥∥
q,Q

∥∥∥v− 1
p

∥∥∥
ψ,Q

<∞ .

Definition 1.5. Lets ϕ and ψ Young functions. We say that the pair of weights

(u, v) belongs to the class Aβ,γp,q,ϕ,ψ if and only if

[u, v]Aβ,γp,q,ϕ,ψ
= sup
Q∈Fβ

|Q|γ+
1
q−

1
p

∥∥∥u 1
q

∥∥∥
ϕ,Q

∥∥∥v− 1
p

∥∥∥
ψ,Q

<∞ .

For a Young function φ we say that it belongs to the class Bp, with 1 < p <∞,
if for some c > 0 ∫ ∞

c

φ(t)

tp
dt

t
<∞ .

This class of functions has an associated maximal operator defined as

Mφf(x) = sup
Q: x∈Q

∥f∥φ,Q .

In Rn we know that this operator is bounded on Lp (see [8], [9]).

Finally, if φ is doubling, that is, φ(2t) ≤ Cφ(t), and φ belongs to Bp, then

φ(t1/p) is a concave function. Therefore, its inverse (φ−1(t))p is a convex function.

Lemma 1.6. Let β, γ, p, q and ψ as above. If ψ belongs to Bp then

Aβ,γp,q,ψ ⊂ Aβ,γp,q .
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SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
β AND Iγβ 3

Proof. By the definition of the classes it is sufficient to show that∥∥∥v− 1
p

∥∥∥
p′,Q

≤
∥∥∥v− 1

p

∥∥∥
ψ,Q

.

For a given function g, by using Hölder’s inequality with φ = ψ(t1/p
′
) we have

∥g∥p
′

p′,Q =
1

|Q|

∫
Q

|g|p
′
≤ 2

∥∥∥gp′∥∥∥
φ,Q

∥1∥φ,Q ≤ C
∥∥∥gp′∥∥∥

φ,Q
.

Furthermore, we have that∥∥∥gp′∥∥∥
φ,Q

= inf

{
λ > 0 :

1

|Q|

∫
Q

φ

(
|g|p′

λ

)
≤ 1

}

= inf

{
λ > 0 :

1

|Q|

∫
Q

ψ

(
|g|
λ1/p′

)
≤ 1

}
= inf

{
λ̃p

′
> 0 :

1

|Q|

∫
Q

ψ

(
|g|
λ̃

)
≤ 1

}
= ∥g∥p

′

ψ,Q .

as we wanted to prove. □

Lemma 1.7. Let β, γ, p, q, ϕ and ψ as above. If ϕ belongs to Bq′ and ψ belongs
to Bp then

Aβ,γp,q,ϕ,ψ ⊂ Aβ,γp,q .

Proof. The proof is analogous to the previous lemma. □

Now, we introduce our main results.

Theorem 1.8. Let 0 ≤ γ < 1, 1 < p ≤ q < ∞ and u, v be two weights such that
(u, v) ∈ Aτ,γp,q,ψ, where 0 < τ < 1 and ψ is a Young function such that ψ ∈ Bp.
Then for each β < τ holds

Mγ
β : Lp(Ω, v) → Lq(Ω, u).

Theorem 1.9. Let 0 < γ < 1, 1 < p ≤ q < ∞ and u, v be two weights such that
(u, v) ∈ Aτ,γp,q,ϕ,ψ, where 0 < τ < 1 and ϕ and ψ are two Young function such that

ϕ and ψ belong to Bq′ and Bp respectively. Then for each β < τ holds

Iγβ : Lp(Ω, v) → Lq(Ω, u).

The paper is organized as follows. In section 1 we give the tools in the local
context and introduce the local dyadic grids. In section 2 and 3 we prove the
principal theorems related to the boundedness of the local fractional maximal op-
erator and the local fractional integral operator respectively. In the section we give
some applications related to Sobolev embedding and the principal application is
the boundedness of the Riesz potential. In the last section we expose some exam-
ples that justify the hypotheses used in the results. Throughout this paper, unless
otherwise indicated, we will use C to denote constants, which are not necessarily
the same at each occurrence,
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4 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

2. Local geometry context

We will work in this paper with the notion of “cloud” of a given subset E in Ω.
More precisely, for each β ∈ (0, 1) we consider the set

(2.1) Nβ(E) =
⋃

R∩E ̸=∅
R∈Fβ

R ,

as the cloud of E. For balls in a general metric spaces, this notion was introduced
in [5]. The following two lemmas can be found in [?] in the euclidean version.

Lemma 2.2. Let Ω be an open proper subset of Rn. Given 0 < β < 1, for each
t ∈ N such that 2−t ≤ β/5, there exists a covering Wt of Ω by disjoint dyadic cubes
belonging to Fβ and satisfying the following properties

i) If R = R(xR, lR) ∈ Wt, then 10R ∈ Fβ and

2−t−3 d(xR,Ω
c) ≤ lR ≤ 2−t−1 d(xR,Ω

c) .

ii) There is a number M , only depending on β and t, such that for any cube
Q0 = Q(x0, l0) ∈ Fβ with 10Q0 ̸∈ Fβ, the cardinal of the set

Wt(Q0) = {R ∈ Wt : R ∩Nβ(Q0) ̸= ∅} ,

is at most M . We will call the union of this cubes as

Wt,Q0
=

⋃
R∈Wt(Q0)

R .

The following lemma says that a certain element x can not belong to too many
clouds of balls of the covering given by Lemma 2.2.

Lemma 2.3. Let {Qi} be a pairwise disjoint collection of Whitney type cubes.
Then their clouds have bounded overlapping. More precisely, there exists a natural
number N0 > 0 such that ∑

i

χNβ(Qi)(x) ≤ N0 ,

for every x in Ω.

For a cube R = Q(xR, lR) ∈ Fβ , we observe that the cloud Nβ(R) can be written
as

Sβ(R) =
⋃
x∈Ω

Q∩R ̸=∅

Q(x, βd(x,Ωc)) .

By the definition we note that this set is the support of local fractional maximal
operator acting on locally integrable functions f supported on R. Moreover, for
small β values, is well-inside of Ω, in the following sense.

Lemma 2.4. Let η ∈ (0, 1]. If β ∈
(
0, η5

)
then there exists β̃ ∈ (β, η) such that

Sβ(R) ⊂ R̃ = Q(x0, β̃ d(x0,Ω
c)) ,

for every cube R = Q(x0, l) ∈ Fβ.
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SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
β AND Iγβ 5

Proof. Let us consider R = Q(x0, l) ∈ Fβ and y ∈ Sβ(R). Then y ∈ Q =
Q(x, β d(x,Ωc)), with R ∩Q ̸= ∅. Since for any z ∈ R ∩Q we have

d(x,Ωc) ≤ d(x0,Ω
c) + d(x0, z) + d(z, x) ≤ (1 + β) d(x0,Ω

c) + β d(x,Ωc) .

Then

(2.5) d(x,Ωc) ≤ 1 + β

1− β
d(x0,Ω

c) .

Now

d(y, x0) ≤ d(y, z) + d(z, x0)

< 2βd(x,Ωc) + l

< 2β

(
1 + β

1− β

)
d(x0,Ω

c) + βd(x0,Ω
c)

=
β2 + 3β

1− β
d(x0,Ω

c) = β̃ d(x0,Ω
c) .

So, y ∈ Q(x0, β̃ d(x0,Ω
c)). Since 0 < β < η/5 then β̃ = β2+3β

1−β < η as we wanted to

prove. □

The following lemma we need later.

Lemma 2.6. Let 0 ≤ γ < 1 and we define a = 2n(1−γ)+1. For a cube R = Q(xR, lR)
and a non-negative function f ∈ L1

loc whit support in R, there exist k0 ∈ Z and
j0 ∈ N0 such that

|2Rj0 |γ−1

∫
R

f ≤ ak0 < |Rj0 |γ−1

∫
R

f ≤ ak0+1 ,

where Rj = 2jR = Q(xR, 2
j lR).

Proof. First, we consider k0 ∈ Z such that

ak0 < |R|γ−1

∫
R

f ≤ ak0+1 .

Next, since |Rj |γ−1
∫
R
f tends to zero we can define

j0 = max

{
j ∈ N : ak0 < |Rj |γ−1

∫
R

f

}
.

The first inequality now is trivial and the proof of the lemma is complete. □

Remark 2.7. From now on, we will denote R̂ = 2j0R̃, where j0 is as in the above
proposition and R̃ is as in the Lemma 2.4.

In the next definition we introduce a local version of the dyadic grid considered
in [2] (pag 31).

Definition 2.8. Given a cube Q ∈ Ω. We say that a collection of subcubes D is a
dyadic grid of Q, denoted by D(Q), if

i) If P ∈ D then lP = 2−klQ, for some k ∈ N0.
ii) If P,R ∈ D then P ∩R ∈ {∅, P,R}.
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6 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

iii) For each k we have
∣∣∣Q \

⋃
P∈Dk

P
∣∣∣ = 0.

In the last item it means that the collection Dk = {P ∈ D : lP = 2−klQ} forms
a partition of Q, for every k ∈ N0, except perhaps for a set of measure zero.

In addition, we will need that the cubes of the grids belong to some family of
well-inside cubes. The following lemma prove it.

Lemma 2.9. Let σ ∈ (0, 1] and Q ∈ Fβ, with β ∈
(
0, σ

1+σ

)
. Then there exists

θ ∈ (β, σ) such that P ∈ Fθ, for every cube P ⊂ Q.

Proof. Let us consider Q = Q(x, lQ) ∈ Fβ and P = P (y, lP ) ⊂ Q. First, we note
that

d(x,Ωc) ≤ d(y,Ωc) + d(x, y) ≤ d(y,Ωc) + lQ < d(y,Ωc) + βd(x,Ωc) .

So

d(x,Ωc) <
1

1− β
d(y,Ωc) ,

and

lP ≤ lQ < β d(x,Ωc) <
β

1− β
d(y,Ωc) .

By defining θ =
β

1− β
we obtain that θ < σ. With this, P ∈ Fθ and the proof of

the lemma is complete. □

As a consequence, not only the grid of Q but the grid of any subcube contained
in Q all belongs to the same family.

Corollary 2.10. Let σ ∈ (0, 1]. If Q ∈ Fβ with β ∈
(
0, σ

1+σ

)
, then there exists

θ ∈ (β, σ) such that D(P ) ⊂ Fθ, for every P ⊂ Q.

Now we present a necessary tool with which we will work later. Given a cube Q =
Q(xQ, lQ) we says that Qt = Q(xt, lQ), with xt = xQ + 2 t lQ, t ∈ {−1/3; 0; 1/3}n
is the 1/3-translation of Q. The following observation exposes the relationship
between a cube and the grids built on each translation of it.

Remark 2.11. Every 1/3-translation Rt of the cube R = Q(x0,
3
5 l0) is contained in

Q(x0, l0). In fact, for each y ∈ Rt we have

d(y, x0) ≤ d(y, xt) + d(xt, x0) ≤
3

5
l0 + 2

1

3

3

5
l0 = l0 .

3. Sparse approach for the Maximal operator

In order to construct an adequate sparse operator for our goal, we need the
following result.

Theorem 3.1. Let β < 3/10 and R = Q(xR, lR) ∈ Fβ, then every cube in the 1/3-
translation dyadic grid Dk(R), whit k = 1, . . . , 3n, belongs to F5β/(3−5β). Moreover,

given any cube Q0 ⊂ R, there exists k and P ∈ Dk(R) such that Q0 ⊂ P and
lP ≤ 3 lQ0

.
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SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
β AND Iγβ 7

Proof. Taking into account the Remark 2.11 and since R ∈ Fβ , if we take l0 = 5
3 lR

we have that l0 <
5
3βρ(xR) with witch Q(xR, l0) ∈ F 5

3β
, where 5

3β < 1
2 . Then

Dk(R) belongs to F5β/(3−5β) by applying the Corollary 2.10. Finally, the rest of
the proof is analogous to the proof of Theorem 3.1 in [2]. □

Now, we will consider a fractional maximal operator associated with a dyadic
grid as follows.

Definition 3.2. Let 0 ≤ γ < 1 and f ∈ L1
loc(Ω) and a cube R ⊂ Ω. For the dyadic

grid D = D(R) we define the dyadic fractional maximal operator in every
x ∈ Ω as

Mγ,Df(x) = sup
Q∈D

(
|Q|γ−1

∫
Q

|f |
)
χQ(x) .

Proposition 3.3. Let 0 ≤ γ < 1. There exists β0 ∈ (0, 1) such that for every
0 < β < β0 and f ∈ L1

loc(Ω) such that supp(f) ⊂ R ∈ Fβ there exists a positive
constant C = C(n, γ) such that for each x ∈ Sβ(R)

Mγ
β f(x) ≤ C

∑
1≤k≤3n

Mγ,Dkf(x) ,

where Dk = Dk(R̂) is the 1/3-translation of the grid D(R̂) and R̂ is as in Remark
2.7.

Proof. Since g(β) = 2j0 β
2+3β
1−β is a increase and continuous function with g(0) = 0,

we define β0 such that g(β0) = 3/10. Then, if 0 < β < β0, for each x ∈ Sβ(R) then

x ∈ Q ⊂ R̂ by Lemma 2.4. So, by Theorem 3.1 there exists k and P ∈ Dk = Dk(R̂)
such that Q ⊂ P and |P | ≤ 3n |Q|. So

|Q|γ−1

∫
Q

|f | ≤ 3n(1−γ)|P |γ−1

∫
P

|f | ≤ CMγ,Dkf(x) ≤ C
∑
k

Mγ,Dkf(x) .

Then, we have

Mγ
β f(x) ≤ C

∑
k

Mγ,Dkf(x) ,

as we wanted to prove. □

Finally, in order to prove our first result, we will consider the following notion
of sparse.

Definition 3.4. Given a cube Q0 ∈ Ω and a dyadic grid D(Q0), we say that a
subset S = S(Q0) ⊂ D(Q0) is a sparse set if∣∣∣∣∣ ⋃

P∈S
P⊊Q

P

∣∣∣∣∣ ≤ 1

2
|Q| ,

for every Q ∈ S. Equivalently, if we define E(Q) = Q \ (∪P ), where the union is
as above, then the sets E(Q) are disjoint and |E(Q)| ≥ 1

2 |Q|.
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8 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

Definition 3.5. Let 0 ≤ γ < 1 and f ∈ L1
loc(Ω). For a cube R ⊂ Ω and a sparse

S ⊂ D(R) we define a Sparse Maximal Fractional operator for any x ∈ Ω as

Lγ,Sf(x) =
∑
Q∈S

(
|Q|γ−1

∫
Q

|f |
)
χE(Q)(x) .

Proposition 3.6. Let 0 ≤ γ < 1 and f be a bounded locally integrable function
such that supp(f) is contained on a cube R ⊂ Ω. We consider D = D(R̂) the dyadic

grid of R̂, then there exists a sparse set S = S(f) ⊂ D(R̂) and a positive constant

C = C(n, γ) such that for all x ∈ R̂ we have

Mγ,Df(x) ≤ C Lγ,Sf(x) .(3.7)

Proof. For a = 2n(1−γ)+1 and k ∈ Z we define

Ωk =
{
x ∈ R̂ :Mγ,Df(x) > ak

}
.

We observe that there exist k0 and k1 such that the last sets are not trivial. In
fact, since the Maximal is bounded, we take k1 the smaller k such that MD

γ f(x) ≤
ak1 , for all x ∈ R̂. With this we get Ωk = ∅, for every k ≥ k1.

On the other hand, by the Lemma 2.6 there exists k0 ∈ Z such that

ak0 < |R̂|γ−1

∫
R̂

f ≤ ak0+1

Moreover, for every k ≤ k0 we have that

ak < |R̂|γ−1

∫
R̂

f ,

so, Ωk = R̂ for k ≤ k0. Now, we define

Sk =

{
Q ∈ D : Q maximal ∧ |Q|γ−1

∫
Q

f > ak
}
.

and
S =

⋃
k0≤k<k1

Sk .

It is not difficult to see that Ωk =
⋃
P∈Sk P , for each k. Moreover, if P ∈ Sk and

P ̸= R̂ then taking the father P̂ of P we deduce

ak < |P |γ−1

∫
P

f ≤ 2n(1−γ)|P̂ |γ−1

∫
P̂

f ≤ 2n(1−γ)ak .(3.8)

On the other hand if P = R̂ then (3.8) still holds by Lemma 2.6. We write two
claims that we will prove later.

Claim 1: The cubes in S are nested. That is, if P ′ ∈ Sk+1 and P ′ has a father

in D (i.e. P ′ ̸= R̂) then there exists P ∈ Sk such that P ′ ⊊ P .

Claim 2: For a fixed k and P ∈ Sk we have⋃
P ′⊊P
P ′∈S

P ′ =
⋃
P ′⊊P

P ′∈Sk+1

P ′ .
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SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
β AND Iγβ 9

Now, we will see that S is sparse. In fact, for k0 ≤ k < k1 we consider P ∈ Sk,
by using the Claim 2 and (3.8) we deduce∣∣∣∣∣∣∣∣

⋃
P ′⊊P
P ′∈S

P ′

∣∣∣∣∣∣∣∣ =
∣∣∣∣∣∣∣∣
⋃
P ′⊊P

P ′∈Sk+1

P ′

∣∣∣∣∣∣∣∣ =
∑

|P ′| < 1

ak+1

∑
|P ′|γ

∫
P ′
f

≤ 1

ak+1
|P |γ

∫
P

f ≤ 2n(1−γ)

a
|P | = 1

2
|P | ,

so, the set satisfy the definition as we wanted to show.

Finally, we prove (3.7). The proof is analogous to prove of Proposition 3.5 in [2].
But we write the idea for the sake of completness. First, we observe that

Ωk \ Ωk+1 =
⋃
P∈Sk

E(P ) =
⋃
P∈Sk

(
P \

⋃
P ′⊊P

P ′∈Sk+1

P ′

)
.

IfMD
γ f(x) = 0 it is nothing to prove. On the other hand, we take x ∈ Ωk \Ωk+1,

that is x ∈ E(P ), for some P ∈ Sk. Thus

Mγ,Df(x) ≤ ak+1 ≤ a
(
|P |γ−1

∫
P

f
)
χE(Q)(x) = C

∑
P∈S

(
|P |γ−1

∫
P

f
)
χE(Q)(x) ,

then

Mγ,Df(x) ≤ C Lγ,Sf(x) ,

as we wanted to prove.

It only remain to prove the claims made above. For the first, by maximality
suppose that P ′ ∈ Sk+1 (we note P ′ = R̃ implies P ′ ∈ Sk0 , then there is nothing
to prove) it must necessary happen that if P ′ ⊊ P , for some P ∈ D then P ∈ Sk.
In fact, if this does not happen we get

|P |γ−1

∫
P

f ≤ ak ⇒ |P ′|γ−1

∫
P ′
f ≤ 2n(1−γ)ak < ak+1 ,

which is a contradiction.
For the second claim, it is only needs to show for any P ∈ Sk⋃

P ′⊊P
P ′∈S

P ′ ⊂
⋃
P ′⊊P

P ′∈Sk+1

P ′ .

The other inclusion is trivial. Then, we consider k0 < k < k1−1 and let x ∈ P ′ ⊊ P ,
for some P ′ ∈ Sk̃. By the maximality it is clear that k̃ > k. Now, by using the

claim 1 there exists a finite sequence of cubes belonging to each Sk from k̃ to k+1
such that P ′ ⊊ P̃ and P̃ ∈ Sk+1. Thus, since P ∩ P̃ ̸= ∅ must be P̃ ⊂ P and the
inclusion is proved. The case k = k0 is analogous. For k = k1 − 1, is an exercise to
show that a cube P ′ ∈ S such that P ′ ⊊ P cannot exist. Then⋃

P ′⊊P
P ′∈S

P ′ =
⋃
P ′⊊P

P ′∈Sk+1

P ′ = ∅ .
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10 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

□

Remark 3.9. Let us observe that the previous proposition is actually valid for all
translations de D(R̂).

Proposition 3.10. Let 0 ≤ γ < 1 and 0 < τ < 1. For 1 < p ≤ q < ∞ let us
consider u and v weights belonging to Aτ,γp,q,ψ, where ψ is a Young function such

that ψ ∈ Bp. There exists β1 < τ such that for each locally integrable function f ,
with supp(f) ⊂ R ∈ Fβ, with β < β1, then∥∥∥Mγ

β f
∥∥∥
Lq(Ω,u)

≤ C ∥f∥Lp(Ω,v) .

Proof. For a given τ we consider β1 = min{β0, 35
τ

1+2τ }, where β0 is as in Proposition

3.3. Since β0 < 1/4 and β < 3
5

τ
1+2τ implies 5β

3−5β <
τ
τ+1 , for the Theorem 3.1 and

the Corollary 2.10 we obtain that the grids on each of the translations of the dilation
R̂ belongs to Fτ .

Now, in order to prove the result, Propositions 3.3 and 3.6 says that it is sufficient
to prove the result for Lγ,S , where S is a sparse in any of 1/3-translations of

D(R̂) ⊂ Fτ .
Since the sets E(Q) are disjoint we have that(

Lγ,Sf(x)
)q

=
∑
Q∈S

(
|Q|γ−1

∫
Q

|f |
)q
χE(Q)(x) .

So, by using the generalized Hölder inequality, the hypothesis on the weights we
estimates as follows∥∥Lγ,S (f)

∥∥q
Lq(Ω,u)

=

∫
Ω

(
Lγ,Sf(x)

)q
u

=
∑
Q∈S

(
|Q|γ−1

∫
Q

|f |
)q
u(E(Q))

≤ C
∑
Q∈S

|Q|qγ+1− q
p

∥∥∥fv 1
p

∥∥∥q
ψ,Q

∥∥∥v− 1
p

∥∥∥q
ψ,Q

(
|Q|−1

∫
Q

u
)
|Q|

q
p

= C
∑
Q∈S

(
|Q|γ+

1
q−

1
p

∥∥∥u 1
q

∥∥∥
q,Q

∥∥∥v− 1
p

∥∥∥
ψ,Q

)q ∥∥∥fv 1
p

∥∥∥q
ψ,Q

|Q|
q
p

≤ C
∑
Q∈S

∥∥∥fv 1
p

∥∥∥q
ψ,Q

|E(Q)|
q
p ,

where in the last inequality we use the fact that |Q| ≤ 2|E(Q)|. Now, since p ≤ q
and the boundedness of the Maximal Orlicz we conclude

∥∥Lγ,S (f)
∥∥q
Lq(Ω,u)

≤ C

∑
Q∈S

∫
E(Q)

∥∥∥fv 1
p

∥∥∥p
ψ,Q


q
p

≤ C

∑
Q∈S

∫
E(Q)

(
Mψ

(
fv

1
p
))p

q
p
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SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
β AND Iγβ 11

≤ C
∥∥∥Mψ

(
fv

1
p

)∥∥∥q
Lp(Ω)

≤ C
∥∥∥fv 1

p

∥∥∥q
Lp(Ω)

= C ∥f∥qLp(Ω,v) .

Thus the proof of proposition is complete. □

Proposition 3.11. Let 0 ≤ γ < 1, 0 < τ < 1 and 1 < p ≤ q < ∞ Let u, v two
weights belonging to Aτ,γp,q,ψ, where ψ is a Young function such that ψ ∈ Bp. Then
there exists β2 < τ such that

Mγ
β : Lp(Ω, v) → Lq(Ω, u) ,

for all 0 < β < β2.

Proof. Let us consider f ∈ Lp(Ω, v) and {Rj} be a decomposition for Ω as in

Lemma 2.2. We consider R̂j as in the Remark 2.7. Then, if we take β2 = β1/5,
where β1 is provided by the Proposition 3.10, for each β ≤ β2 we estimate as follows∫

Ω

(
Mγ
β f
)q
u =

∑
j

∫
Rj

(
Mγ
β f
)q
u

=
∑
j

∫
Rj

(
Mγ
β

(
fχSβ(Rj)

))q
u

≤ C
∑
j

(∫
Ω

(
fχSβ(Rj)

)q
v

)q/p

≤ C

∫
Ω

(∑
j

χSβ(Rj)

)
fqv

q/p

≤ C

(∫
Ω

fqv

)q/p
,

where in the last inequality Lemma 2.3 was applied. □

Let us introduce the following maximal operator. For 0 ≤ γ < 1, 0 < θ < β < 1,
and f ∈ L1

loc(Ω) we define for each x ∈ Ω

Mγ
(θ,β]f(x) = sup

Q∈Fβ\Fθ

(
|Q|γ−1

∫
Q

|f |
)
χQ(x) .

For this operator we prove the desired estimate.

Proposition 3.12. Lets 0 ≤ γ < 1, 0 < θ < β < 1 and 1 < p ≤ q <∞. If u, v are
two weights such that (u, v) ∈ Aτ,γp,q , for some τ ∈ (β, 1) then

Mγ
(θ,β] : L

p(Ω, v) → Lq(Ω, u) .
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12 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

Proof. Let f ∈ Lp(Ω, v). For each x ∈ Ω we can take a cube Qx such that x ∈
Qx ∈ Fβ \ Fθ and

Mγ
(θ,β]f(x) ≤ 2 |Qx|γ−1

∫
Qx

|f | .

Let us take t ∈ N large enough such that 2−t ≤ θ/5 and the covering {Qj} given
by Lemma 2.2. Thus

Ω =
⋃
j

Qj =
⋃
j

Qj(xj , lj) .

Now, if x ∈ Qx
⋂
Qj ̸= ∅, for some j, we claim that there exists a bigger cube,

namely Q̃x such that Qj ⊂ Q̃x ∈ Fτ . In fact, if we denote Qx = Q(xQ, lQ) and
Qj = Q(xj , lj) we have in a similar way as in (2.5)

d(xj ,Ω
c) ≤ 1 + β

1− β
d(xQ,Ω

c) .

So, for each z ∈ Qj , taking into account the properties of the covering and the
size of the cube Qx we can deduce that

d(xQ, z) ≤ d(xQ, x) + d(x, xj) + d(xj , z)

≤ lQ + 2lj

≤ lQ + 2−t d(xj ,Ω
c)

≤ lQ + 2−t
1 + β

1− β
d(xQ,Ω

c)

≤
(
1 + 2−t

1 + β

θ (1− β)

)
lQ = ξ lQ .

Note that it is possible to take t large enough at the beginning of the proof such
that β ξ < τ , then the inclusionQj ⊂ Q(xQ, ξ lQ) and the fact thatQ(xQ, ξ lQ) ∈ Fτ
is evident. Now, in order to prove the proposition, we will denote Q̃x = Q(xQ, ξ lQ)
and since Ω = ∪jQj we have that

∫
Ω

(
Mγ

(θ,β]f
)q
u

=
∑
j

∫
Qj

(
Mγ

(θ,β]f
)q
u

≤ C
∑
j

∫
Qj

|Qx|q(γ−1)

(∫
Qx

|f |
)q

u

≤ C
∑
j

∫
Qj

|Qx|q(γ−1)

(∫
Qx

|f |pv
)q/p(∫

Qx

v−
p′
p

)q/p′
u

≤ C
∑
j

(∫
Sβ(Qj)

|f |pv

)q/p ∫
Qj

|Q̃x|q(γ−1)

(∫
Q̃x

v−
p′
p

)q/p′
u(Q̃x)

u

u(Q̃x)

= C
∑
j

(∫
Sβ(Qj)

|f |pv

)q/p ∫
Qj

(
|Q̃x|γ+

1
q−

1
p

∥∥∥u 1
q

∥∥∥
q,Q̃x

∥∥∥v− 1
p

∥∥∥
p′,Q̃x

)q
u

u(Q̃x)
.
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SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
β AND Iγβ 13

Now, since (u, v) ∈ Aτ,γp,q then the last integral is bounded. Thus, we estimates
in a usual way for obtain∫

Ω

(
Mγ

(θ,β]f
)q
u ≤ C

(∑
j

∫
Sβ(Qj)

|f |pv
)q/p

≤ C

(∫
Ω

|f |pv
)q/p

,

as we wanted to prove. □

Now, we will proof our first result.

Proof of the Theorem 1.8. For a given τ we consider 0 < β < τ < 1 and we let β2
as in the Proposition 3.11. Now, for θ < β2 we can disarm the operator as follows

Mγ
β f(x) ≤Mγ

θ f(x) +Mγ
(θ,β]f(x) .

So, by the Lemma 1.6 we can apply the Propositions 3.11 and 3.12 to obtain∥∥∥Mγ
β f
∥∥∥
Lq(Ω,u)

≤ ∥Mγ
θ f∥Lq(Ω,u) +

∥∥∥Mγ
(θ,β]f

∥∥∥
Lq(Ω,u)

≤ C ∥f∥Lp(Ω,v) ,

as we wanted to prove. □

4. Sparse approach for the Fractional integral operator

In this section we will prove the Theorem 1.9. We start with the following
definitions. As in the last section R be a cube in Ω.

Definition 4.1. Let 0 < γ < 1 and f ∈ L1
loc(Ω) with supp(f) ⊂ R ⊂ Ω. For the

dyadic grid D = D(R) we define the local fractional integral operator in x ∈ Ω as

Iγ,Df(x) =
∑
Q∈D

(
|Q|γ−1

∫
Q

|f |
)
χQ(x) .

Definition 4.2. Let 0 < γ < 1, f ∈ L1
loc(Ω) such that supp(f) ⊂ R and a sparse

S ⊂ D(R). Then, for any x ∈ R we define a sparse fractional integral operator as

Iγ,Sf(x) =
∑
Q∈S

(
|Q|γ−1

∫
Q

f
)
χQ(x).

Proposition 4.3. Let 0 < γ < 1. There exists β0 such that for every 0 < β < β0
and f ∈ L1

loc(Ω) such that supp(f) ⊂ R ∈ Fβ the following estimates holds

Iγβf(x) ≤ C
∑

1≤k≤3n

Iγ,D
k

f(x) ,

for every x ∈ R, for some positive constant C = C(n, γ), where Dk = Dk(R̂) is the

1/3-translation of the grid D(R̂) and R̂.
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14 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

Proof. With out lost of generality we consider a non-negative function f . Let us
take β0 as in the Proposition 3.3. We will suppose that R ∈ Fβ where β < β0. For

a fixed x ∈ R we denote Qβj = Q(x, 2−jβ d(x,Ωc)), j ∈ N0 and estimate as follow

Iγβf(x) =
∞∑
j=0

∫
Qβj \Q

β
j+1

f(y)

|x− y|n(1−γ)
dy ≤ C

∑
j

(
2−jβ d(x,Ωc)

)n(γ−1)
∫
Qβj

f .

In an analogous way as in the Proposition 3.3, for each j, there are some k ∈
{1, . . . , 3n} and a cube Qk ∈ Dk = Dk(R̂) such that Qβj ⊂ Qk and

(4.4) 2−jβ d(x,Ωc) = l(Qβj ) ≤ l(Qk) ≤ 3 l(Qβj ) < 2−j+2β d(x,Ωc) .

Now, taking into account that l(Qk) = 2j0−iβ̃ d(xR,Ω
c) for some i (see Lemma

2.4), there are a finite number of possibilities for l(Qk) regardless of β and x. In

fact, we recall that for each x ∈ Q(xR, β̃ρ(xR)) we get that

(1− β)d(xR,Ω
c) ≤ d(x,Ωc) ≤ (1 + β)d(xR,Ω

c)

Return to (4.4) and by dividing the expression by β̃ d(xR,Ω
c) we obtain that

2−j−4 < 2−j
(1− β)2

β + 3
≤ 2j0−i ≤ 2−j+2 1− β2

β + 3
< 2−j ,

where we use that β < β0 < 1/2 implies 1
16 <

(1−β)2
β+3 and 1−β2

β+3 < 1
4 .

Then

Iγβf(x) ≤ C
∑
j

(
2−jβ d(x,Ωc)

)n(γ−1)
∫
Qβj

f

≤ C
∑
j

∑
k

∑
Q∈Dk

2−j−4≤2j0−i≤2−j

(
|Q|γ−1

∫
Q

f
)
χQ(x)

≤ C
∑
k

∑
Q∈Dk

(
|Q|γ−1

∫
Q

f
)
χQ(x)

= C
∑
k

Iγ,D
k

f(x) .

Then the proof of proposition is complete. □

Proposition 4.5. Let 0 < γ < 1 and f be a bounded locally integrable function in
Ω such that supp(f) ⊂ R ∈ Fβ the following estimates holds.

Iγ,Df(x) ≤ C Iγ,Sf(x) .

for every x ∈ Sβ(R), for some positive constant C = C(n, γ), where Dk = Dk(R̂)

is the 1/3-translation of the grid D(R̂) and R̂.

Proof. The argument is similar to that used in Proposition 3.6 and can be consid-
ered as an adaptation to the local context of Proposition 3.6 in [2]. Let a = 2n+1

and for each k ∈ Z we consider

Qk =

{
Q ∈ D : ak <

1

|Q|

∫
Q

f ≤ ak+1

}
.
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SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
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As above, in this context there exists k0 and k1 such that Sk = R̂, for k ≤ k0 and
Sk = ∅, for k ≥ k1. Thus we consider again a subset of D as a sparse set given by

S =
⋃

k0≤k<k1

Sk ,

where

Sk =

{
Q ∈ D : Q maximal ∧ 1

|Q|

∫
Q

f > ak
}
.

So, for x ∈ R we can estimate in an analogous way as in [2]. More precisely

Iγ,Df(x) =
∑
k<k1

∑
Q∈Qk

(
|Q|γ−1

∫
Q

f
)
χQ(x)

≤
∑
k<k1

ak+1
∑
P∈Sk

∑
Q∈Qk
Q⊆P

|Q|γ χQ(x)

Now, for a fixed k < k1 and P ∈ Sk we have that the last inner sum∑
Q∈Qk
Q⊆P

|Q|γ χQ(x) =
∞∑
r=0

∑
Q∈Qk
Q⊆P

l(Q)=2−rl(P )

|Q|γ χQ(x) =
1

1− 2nγ
|P |γχP (x) .

Then, recall that Sk = R̂, for every k ≤ k0 we get

Iγ,Df(x) ≤ C a
∑
k<k1

∑
P∈SK

|P |γakχP (x)

= C

|R̂|γχR̂(x)
∑
k≤k0

ak +
∑

k0<k<k1

∑
P∈Sk

|P |γakχ
P
(x)


= C

(
|R̂|γak0χR̂(x) +

∑
k0<k<k1

∑
P∈Sk

|P |γakχ
P
(x)

)

= C
∑
P∈S

(
|P |γ−1

∫
P

f
)
χP (x)

= C Iγ,Sf(x) ,

as we wanted to prove. □

Remark 4.6. As in Remark 3.9 we note that the previous proposition is actually
valid for all translations de D(R̂).

Proposition 4.7. Let 0 < γ < 1 and 0 < τ < 1. For 1 < p ≤ q < ∞ let us
consider u and v weights belonging to Aτ,γp,q,ϕ,ψ, where ϕ, ψ are Young function such

that ϕ ∈ Bq′ and ψ ∈ Bp. Then there exists β1 < τ such that for every β < β1 and
f ∈ L1

loc, with supp(f) ⊂ R ∈ Fβ we have that∥∥∥Iγβf∥∥∥
Lq(R,u)

≤ C ∥f∥Lp(Ω,v) .
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16 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

Proof. We can assume that f is non-negative and by the monotone convergence
theorem we may also assume that f is bounded and has compact support. Thus, if
we take β1 provided in the Proposition 3.10 by applying the Propositions 4.3 and
4.5 it will suffice to prove the result for the sparse operator Iγ,S , where S is an
appropriate sparse depending on f and its support. For this, we take h ∈ Lq

′
(R, u)

with ∥h∥Lq′ (R,u) = 1 then by taking g = hχR for β < β1 we get that∫
R

Iγ,Sf(x)g(x)u(x)dx

≤
∑
Q∈S

|Q|γ−1
(∫

Q

f
)(∫

Q

g u
)

=
∑
Q∈S

|Q|γ+1
( 1

|Q|

∫
Q

f v
1
p v−

1
p

)( 1

|Q|

∫
Q

g u
1
q′ u

1
q

)
≤ C

∑
Q∈S

|Q|γ+1
(∥∥∥fv 1

p

∥∥∥
ψ,Q

∥∥∥v− 1
p

∥∥∥
ψ,Q

)(∥∥∥gu 1
q′
∥∥∥
ϕ,Q

∥∥∥u 1
q

∥∥∥
ϕ,Q

)
= C

∑
Q∈S

(
|Q|γ+

1
q−

1
p

∥∥∥u 1
q

∥∥∥
ϕ,Q

∥∥∥v− 1
p

∥∥∥
ψ,Q

)∥∥∥fv 1
p

∥∥∥
ψ,Q

∥∥∥gu 1
q′
∥∥∥
ϕ,Q

|Q|
1
p+

1
q′

≤ C
∑
Q∈S

(∥∥∥fv 1
p

∥∥∥
ψ,Q

|E(Q)|
1
p

)(∥∥∥gu 1
q′
∥∥∥
ϕ,Q

|E(Q)|
1
q′

)
,

where in the last inequality we use the conditions on the weights and the definition
of sparse set. So, since p′ > q′ by using a standard argument we can continue the
estimation as follow∫
R

Iγ,Sf(x)g(x)u(x)dx

≤ C

(∑∥∥∥fv 1
p

∥∥∥p
ψ,Q

|E(Q)|
) 1
p
(∑∥∥∥gu 1

q′
∥∥∥p′
ϕ,Q

|E(Q)|
p′
q′

) 1
p′

≤ C

(∑∥∥∥fv 1
p

∥∥∥p
ψ,Q

|E(Q)|
) 1
p
(∑∥∥∥gu 1

q′
∥∥∥q′
ϕ,Q

|E(Q)|
) 1
q′

= C

(∑∫
E(Q)

∥∥∥fv 1
p

∥∥∥p
ψ,Q

dx

) 1
p
(∑∫

E(Q)

∥∥∥gu 1
q′
∥∥∥q′
ϕ,Q

dx

) 1
q′

≤ C

(∑∫
E(Q)

(
Mψ

(
fv

1
p

)
(x)
)p
dx

) 1
p
(∑∫

E(Q)

(
Mϕ

(
gu

1
q′
)
(x)
)q′

dx

) 1
q′

≤ C ∥f∥Lp(Ω,v) ∥h∥Lq′ (R,u) .

Finally, taking the supremum over all such functions h we conclude∥∥∥Iγβf∥∥∥
Lq(R,u)

≤ C ∥f∥Lp(Ω,v) .

and the proof is complete. □

IMAL PREPRINT # 2024-0075
ISSN 2451-7100 
Publication date: December 27, 2024

Prep
rin

t



SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
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Proposition 4.8. Let 0 < γ < 1 and 0 < τ < 1. For 1 < p ≤ q < ∞ let us
consider u and v weights belonging to Aτ,γp,q,ϕ,ψ, where ϕ, ψ are Young function such

that ϕ ∈ Bq′ and ψ ∈ Bp. Then there exists β2 < τ such that

Iγβ : Lp(Ω, v) → Lq(Ω, u) ,

for each f ∈ L1
loc and every β ≤ β2.

Proof. Let f ∈ Lp(Ω, v) and {Rj} be a decomposition for Ω as in Lemma 2.2. We

consider R̂j as in the Remark 2.7. Thus, for β2 = β1/5 by applying the Proposition
4.7 we get ∫

Ω

(
Iγβf

)q
u =

∑
j

∫
Rj

(
Iγβf

)q
u

=
∑
j

∫
Rj

(
Iγβ
(
fχSβ(Rj)

))q
u

≤ C
∑
j

(∫
Ω

(
fχSβ(Rj)

)q
v

)q/p

≤ C

∫
Ω

(∑
j

χSβ(Rj)

)
fqv

q/p

≤ C

(∫
Ω

fqv

)q/p
,

for every β ≤ 1/50 and the proof is complete. □

Proof of Theorem 1.9. Let 0 < γ < 1. If 0 < β ≤ 1/50 by applying the Proposition
4.8 it is nothing to prove here. On the other hand, for 0 < 1/50 < β < τ < 1,
f ∈ Lp(Ω, v) and each x ∈ Ω we estimates as follows

|Iγβf(x)| =

∣∣∣∣∣
∫
Q(x,βd(x,Ωc))

f(y)

|x− y|n(1−γ)
dy

∣∣∣∣∣
≤
∣∣∣Iγβ1

f(x)
∣∣∣+ ∣∣∣∣∣

∫
Q(x,βd(x,Ωc))\Q(x,β0d(x,Ωc))

f(y)

|x− y|n(1−γ)
dy

∣∣∣∣∣
≤
∣∣∣Iγβ1

f(x)
∣∣∣+ CMγ

(β0,β]
f(x) .

Finally, by the Propositions 4.8 and 3.12 we can obtain that∥∥∥Iγβf∥∥∥
Lq(Ω,u)

≤
∥∥∥Iγβ1

f
∥∥∥
Lq(Ω,u)

+ C
∥∥∥Mγ

(β1,β]
f
∥∥∥
Lq(Ω,u)

≤ C ∥f∥Lp(Ω,v) .

□
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18 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

5. Applications

Interior Sobolev’s type estimates. Let us consider the m-Laplacian operator,
denoted as ∆m, where the notation means composing the Laplacian operator m
times in Ω.

For U , a solution of the problem ∆mU = f , many estimates are already known
in the context of weighted Sobolev spaces. In particular, in the context of local
weights, in [5], the author considers a version of weighted Sobolev spaces that takes
into account the distance to the boundary. That is, if ρ(x) = d(x,Ωc), then they
define

W k, p
ρ, ω (Ω) =

f ∈ L1
loc(Ω) : ∥f∥Wk, p

ρ, ω (Ω) =
∑
|α|≤k

∥∥∥ρ|α|Dα f
∥∥∥
Lp(Ω,ω)

<∞

 .

Our first application is a two weights estimates for the solution U as above.

Theorem 5.1. Let 1 < p ≤ q < ∞. For a pair of weights (u, v) that satisfy
the hypotheses of Theorem (1.8), and additionally u ∈ Aβq and U a solution of
∆mU = f in Ω, we have:

∥U∥W 2m, q
ρ, u (Ω) ≤ C

(
∥U∥Lp(Ω,v) +

∥∥ρ2m f∥∥
Lp(Ω,v)

)
Proof. Since u ∈ Aβq , we have

∥U∥W 2m,q
ρ,u (Ω) ≤ C

(
∥U∥Lq(Ω,u) +

∥∥ρ2mf∥∥
Lq(Ω,u)

)
.

Then, by the Lebesgue differentiation theorem and the Theorem (1.8),

∥U∥Lq(Ω,u) ≤ ∥MβU∥Lq(Ω,u) ≤ C ∥U∥Lp(Ω,v) .

Note that the pairs of weights (uρ2mq, vρ2mp) also belong to the class Aτp,q,ψ. In

fact, if Q ∈ Fτ is a cube centered at x0, we have ρ(x) ≈ ρ(x0), for all x ∈ Q, where
the constant depends only on τ . Thus,∥∥∥u 1

q ρ2m
∥∥∥
q,Q

∥∥∥v− 1
p ρ−2m

∥∥∥
ψ,Q

≤ Cρ(x0)
2mρ(x0)

−2m
∥∥∥u 1

q

∥∥∥
q,Q

∥∥∥v− 1
p

∥∥∥
ψ,Q

.

Then, by applying the Theorem (1.8) again we conclude∥∥ρ2mf∥∥
Lq(Ω,u)

= ∥f∥Lq(Ω,uρ2mq) ≤ ∥Mβf∥Lq(Ω,uρ2mq) ≤ C
∥∥ρ2mf∥∥

Lp(Ω,v)
.

With this the proof of the theorem is complete. □

Theorem 5.2. Let 0 < τ < 1 y 1 < p ≤ q < ∞. Let us consider two weights u
and v satisfying the hypothesis of Theorem 1.9. Then

∥ρ g∥Lq(Ω,u) ≤ C ∥g∥W 1, p
ρ, v (Ω) .

for every g ∈W 1, p
ρ, v (Ω).

Proof. For any x ∈ Ω, in [6, Theorem 5.3], the authors proved that

|g(x)| ≤ C
(
ρ(x)−1 I

1/n
β |g|(x) + I

1/n
β |∇ g|(x)

)
,
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SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
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holds for every g ∈ C1(Ω), where β ∈ (0, 1). Now, given τ ∈ (0, 1) it is easy to see
that (u, v) ∈ Aτ,γp,q,ϕ,ψ implies (uρq, vρp) ∈ Aτ,γp,q,ϕ,ψ. Then, for β < τ , by applying
the Theorem 1.9 we have

∥ρ g∥Lq(Ω,u) ≤ C

(∥∥∥I1/nβ |g|
∥∥∥
Lq(Ω,u)

+
∥∥∥ρ I1/nβ |∇ g|

∥∥∥
Lq(Ω,u)

)
= C

(∥∥∥I1/nβ |g|
∥∥∥
Lq(Ω,u)

+
∥∥∥I1/nβ |∇ g|

∥∥∥
Lq(Ω,uρq)

)
≤ C

(
∥g∥Lp(Ω,v) + ∥∇ g∥Lp(Ω,vρp)

)
= C ∥g∥W 1, p

ρ, v (Ω) .

Equivalently, we conclude that W 1, p
ρ, v (Ω) ⊂ Lq(Ω, uρq) and the proof is done. □

Schödinger type operators. We will analyze the behavior of the Schödinger
type Fractional Integral acting on weighted Lebesgue spaces with different weights
satisfying a bump type condition in both factors. We now provide a description of
the context. This operators was considered by Shen in [11] and they are defined as

Lµ := −∆+ µ ,

where µ is a non-negative Radon measure on Rn with the following properties:
there exists positive constants δµ, Cµ and Dµ such that

(5.3) µ(B(x, r)) ≤ Cµ

( r
R

)d−2+δµ
µ(B(x,R)) ;

and

(5.4) µ(B(x, 2r)) ≤ Dµ

(
µ(B(x,R)) + rd−2

)
,

for all x ∈ Rn and 0 < r < R.
Thus, by using the semigroup theory we can considered the Riesz potential as

Iαµ := L
−α

2
µ ,

for 0 < α ≤ 2. In [1] the author introduce a class of weights w for which the Iαµ is

bounded from Lp(w) to Lv(wv/p) for the case 0 < α ≤ 2, 1 < p < n
α and 1

v = 1
p−

α
n .

For the next result we require the following concept. We denote dµ(x, y) the
Agmon distance for the measure µ defined through

dµ(x, y) = dρµ(x, y) = inf
γ

∫ 1

0

ρµ(γ(t))
−1|γ′(t)|dt ,

where the infimum is taken over all absolutely continuous γ : [0, 1] → Rn with
γ(0) = x and γ(1) = y and

ρµ(x) = sup

{
r > 0 :

µ(B(x, r))

rd−s
≤ 1

}
, x ∈ Rn .

We will denote ρ instead ρµ for the next. It have the properties of a know called
critical radius function. A cube of the form Q(x, ρ(x)) is called critical cube. If
σ > 0 and x, y ∈ σQ, where Q is a critical cube, then ρ(x) ≤ Cσρ(y). As a
consequence of it we have the fundamental decomposition of the space.
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20 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

Proposition 5.5 ([4], [3]). There exists a sequence of points {xj}j∈N ∈ Rn that
satisfies the following two properties,

(1) Rn = ∪j∈NQ(xj , ρ(xj)).
(2) There exists C, N1 > 0 such that for every σ ≥ 1∑

j∈N
χQ(xj ,ρ(xj)) ≤ C σN1 .

Lemma 5.6. Let Q and Q̃ be two balls such that Q̃ ⊂ Q, then

∥f∥η,Q̃ ≤ |Q|
|Q̃|

∥f∥η,Q .

Proof. Let Q̃ ⊂ Q and suppose that ∥f∥η,Q < ∞. By the convexity of η we have
that

1

|Q̃|

∫
Q̃

η
( |Q̃|
|Q|

|f |
∥f∥η,Q

)
≤ 1

|Q|

∫
Q

η
( |f |
∥f∥η,Q

)
= 1 ,

and the proof of lemma is complete. □

The following two lemmas are the key for our application. The constant δ is
greater than 2 and depend of the critical radius function. Their proofs can be
found in [1, Lemma 2.4 and Lemma 2.5].

Lemma 5.7. Let ρ : Rn → (0,∞) be a critical radius function. Let r > 0 and
x ∈ Rn. Suppose that r ≤ 2. Then

B(x, rρ(x)) ⊂ Bρ(x, δr) .

Suppose instead that r > 2. Then

B(x, rρ(x)) ⊂ Bρ

(
x, δ(1 + r)k0+1

)
.

Lemma 5.8. Let ρ : Rn → (0,∞) be a critical radius function. There exists a
constant A0 > 1, dependent on ρ only through B0 and k0, such that for all x ∈ Rn
and 0 < r ≤ δ,

Bρ(x, r) ⊂ B(x,A0rρ(x)) .

Also, for xRn and r > δ,

Bρ(x, r) ⊂ B
(
x, ((rδ)k0+1?1)ρ(x)

)
.

Our application is now exposed.

Theorem 5.9. Let µ be a non-negative Radon measure on Rn satisfying (5.3) and
(5.4). Let n ≥ 3, q > n

2 , 0 < α < 2 and 1 < p ≤ q < ∞. Let us consider Young

functions ψ and ϕ such that ψ ∈ Bp and ϕ ∈ Bq′ . Then

Iαµ : Lp(Rn, v) → Lq(Rn, u) ,
for every pair of weights (u, v) that satisfy

(5.10) sup
Bρ

|Bρ|
α
n− 1

p+
1
q

∥∥∥∥ u1/qecr/q

∥∥∥∥
ϕ,Bρ

∥∥∥∥v−1/p

ecr/p′

∥∥∥∥
ψ,Bρ

<∞ ,

for some c > 0, where Bρ is the ball with center x and radius r > 0 with the metric
dρ.

IMAL PREPRINT # 2024-0075
ISSN 2451-7100 
Publication date: December 27, 2024

Prep
rin

t



SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
β AND Iγβ 21

Proof. The fractional integral operators are well-known to have the following rep-
resentation (see [7, p. 286])

Iαµ |f |(x) =
∫
Rn

Kαµ(x, y) |f(y)| dy .

For the proof we consider the known decomposition in the local and global compo-
nents of the operator. That is, for each x ∈ Rn

Iαµ |f |(x) = Iαµ (|f |χQ(x,ρ(x)))(x) + Iαµ (|f |χQ(x,ρ(x))c)(x) .

So, it will to be sufficient to prove the result for each of one. For the local part
we use an estimation proved in Lemma 4.5 in [1], then∣∣Iαµ (|f |χQ(x,ρ(x)))(x)

∣∣ ≤ C

∫
Q(x,ρ(x))

|Kαµ(x, y)| |f(y)| dy

≤ C

∫
Q(x,ρ(x))

|f(y)|
|x− y|n−α

dy .(5.11)

Let us consider {Qj} the critical cubes provided by Proposition 5.5 and for the

properties of ρ we can take σ ≥ 1 such that ∪x∈QjQ(x, ρ(x)) ⊂ σQj = Q̃j . For

each j, we define Ωj = θQ̃j , with θ > 1 to be determinate later. In this context, we
can to prove that the critical cubes belongs to a certain local family of well-inside
cubes in Ωj . More precisely, we have that Qx ∈ F1/(θ−1), for every x ∈ Qj . In
fact since ρ(x) ≤ Cσ ρ(xj), where Cσ ≥ 1 by denoting xj the center of Qj we can
estimate

d(x,Ωcj) ≥ d(xj ,Ω
c
j)− d(x, xj) > (θCσ − 1)ρ(xj) > Cσ (θ − 1)ρ(xj) ≥ (θ − 1)ρ(x) ,

that is Q(x, ρ(x)) ⊂ Q(x, 1
(θ−1)d(x,Ω

c
j)) and following the estimate (5.11) we get

for x ∈ Qj∣∣Iαµ (|f |χQ(x,ρ(x)))(x)
∣∣ ≤ C

∫
Q(x, 1

(θ−1)
d(x,Ωcj))

|f(y)|
|x− y|n−α

dy = C I
α/n

1
(θ−1)

,j
|f |(x) ,

where I
α/n

1
(θ−1)

,j
is the local fractional integral operator defined in Ωj (see Definition

1.2).

Now, in order to use the Proposition 4.7 we must show that Qj belongs to the
appropriate local family of well inside cubes in Ωj and that the pair of weights
satisfy the hypothesis of the aforementioned proposition.

For the first we take θ large enough such that 1
θ−1 ≤ β1 (see Proposition 4.7).

In second place, for 0 < τ < 1 and a cube Q = Q(xQ, lQ) ∈ Fτ (Ωj) applying the
Lemmas 5.6, 5.7 and 5.8 it can be seen that

|Q|
α
n− 1

p+
1
q

∥∥∥u1/q∥∥∥
ϕ,Q

∥∥∥v−1/p
∥∥∥
ψ,Q

<∞ ,

Then (u, v) ∈ A
τ,α/n
p,q,ϕ,ψ and the estimation can be continue∫

Rn

∣∣Iαµ (|f |χQ(x,ρ(x)))(x)
∣∣q u(x) dx =

∑
j

∫
Qj

∣∣Iαµ (|f |χQ(x,ρ(x)))(x)
∣∣q u(x) dx

≤ C
∑
j

∫
Qj

∣∣∣I1/2α/n,j |f |(x)
∣∣∣q u(x) dx
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22 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

≤ C
∑
j

(∫
Ωj

|f(x)|p v(x) dx
) q
p

≤ C

(∫
Rn

|f(x)|p
(∑

j

χ4βQj (x)
)
v(x) dx

) q
p

≤ C ∥f∥qLp(v) ,

where in the last inequality we use the Proposition 5.5.

For the global part, that is Iαµ (|f |χQ(x,ρ(x))c)(x) let us consider the balls Bj :=

B(xj , ρ(xj)), with j ∈ N, as in Proposition 5.5, Bρ,x := Bρ(x,A
−1
0 ), Bρ,j :=

Bρ(xj , β + A−1
0 ), where β and A0 are constants that dependent of the critical

radius function ρ. (see [1], pg. 24).

By an argument of duality, for a function g such that ∥g∥Lq′ (u) = 1, we can

estimates as follow∥∥Iαµ (|f |χQ(x,ρ(x))c)(x)
∥∥
Lq(u)

=

∫
Rn
Iαµ (|f |χQ(x,ρ(x))c)(x) g(x)u(x) dx

≤
∑
j∈N

∫
Qj

Iαµ (|f |χQ(x,ρ(x))c)(x) g(x)u(x) dx

≤
∑
j∈N

∫
Qj

(∫
Q(x,ρ(x))c

Kαµ(x, y) |f(y)| dy

)
g(x)u(x) dx

≤
∑
j∈N

∫
Qj

(∫
Bcρ,x

Kαµ(x, y) |f(y)| dy

)
g(x)u(x) dx

=
∑
j∈N

∫
Qj

( ∞∑
k=1

∫
(k+1)Bρ,x\kBρ,x

Kαµ(x, y) |f(y)| dy

)
g(x)u(x) dx .

In the last inequality, since β ≥ 2 and A0 > 1, by Lemma 5.8 with r = A−1
0 ,

we have that B(x, ρ(x))
c ⊂ Bcρ,x. Then, for each j ∈ N, k ∈ N, x ∈ Bj and

y ∈ (k + 1)Bρ,x \ kBρ,x, we have the following estimate for the kernel

Kαµ(x, y) ≤ C e−δkρ(x)α−d ,

for some δ small enough. Moreover, we note that (k+1)Bρ,x ⊂ Bρ,j for all x ∈ Bj .∥∥Iαµ (|f |χQ(x,ρ(x))c)(x)
∥∥
Lq(u)

≤ C
∑
j∈N

∫
Bj

ρ(x)α−d

( ∞∑
k=1

e−δk
∫
(k+1)Bρ,j

|f(y)| dy

)
g(x)u(x) dx

= C
∑
j∈N

( ∞∑
k=1

e−δk
∫
(k+1)Bρ,j

|f(y)| dy

)∫
Bj

ρ(x)α−d g(x)u(x) dx

≤ C
∑
j∈N

ρ(xj)
α−d

( ∞∑
k=1

e−δk
∫
(k+1)Bρ,j

|f(y)| dy

)(∫
Bρ,j

g(x)u(x) dx

)
,
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where in the last inequality we use ρ(x) ≃ ρ(xj), for all x ∈ Bj and the inclusion
Bj ⊂ Bρ,j (see Lemma 5.7). Thus, by using the generalized Hölder inequality in
both parenthesis for adequate young functions we estimate as follows∥∥Iαµ (|f |χQ(x,ρ(x))c)(x)

∥∥
Lq(u)

≤ C
∑
j∈N

ρ(xj)
α−d

( ∞∑
k=1

e−δk |(k + 1)Bρ,j | ∥fv1/p∥ψ,(k+1)Bρ,j
∥v−1/p∥ψ,(k+1)Bρ,j

)

×
(
|Bρ,j | ∥gu1/q

′
∥ϕ,Bρ,j∥u

1/q∥ϕ,Bρ,j
)

≤ C
∑
j∈N

ρ(xj)
α+d

( ∞∑
k=1

e−δk (k + 1)d(k0+1)

× ∥fv1/p∥ψ,(k+1)Bρ,j
∥gu1/q

′
∥ϕ,Bρ,j∥v

−1/p∥ψ,(k+1)Bρ,j∥u
1/q∥ϕ,Bρ,j

)
.

The next step is to make use the bump condition about the pair of weights. More
precisely, by the Lemmas 5.6, 5.7 and 5.8 again and the hypothesis on weights we
get that

∥v−1/p∥ψ,(k+1)Bρ,j∥u
1/q∥ϕ,Bρ,j

≤ C
|(k + 1)Bρ,j |

|Bρ,j |
∥v−1/p∥ψ,(k+1)Bρ,j∥u

1/q∥ϕ,(k+1)Bρ,j

≤ C
|(k + 1)Bρ,j |−

α
n

|Bρ,j |
|(k + 1)Bρ,j |

1
p+1− 1

q e
c(k+1)(β+A−1

0 )
(

1
q+

1
p′

)
≤ C ρ(xj)

−α−n |(k + 1)Bρ,j |
1
p+

1
q′ e

c(k+1)(β+A−1
0 )
(

1
q+

1
p′

)
.

Now, returning to the original account we have that∥∥Iαµ (|f |χQ(x,ρ(x))c)(x)
∥∥
Lq(u)

≤ C
∑
j∈N

( ∞∑
k=1

(k + 1)d(k0+1) e
−δk+ c(k+1)(β+A−1

0 )
(

1
q+

1
p′

)
× |(k + 1)Bρ,j |

1
p+

1
q′ ∥fv1/p∥ψ,(k+1)Bρ,j

∥gu1/q
′
∥ϕ,Bρ,j

)
≤ C

∞∑
k=1

(k + 1)d(k0+1) e
−δk+ c(k+1)(β+A−1

0 )
(

1
q+

1
p′

)
×
(∑
j∈N

|(k + 1)Bρ,j |
1
p+

1
q′ ∥fv1/p∥ψ,(k+1)Bρ,j

∥gu1/q
′
∥ϕ,Bρ,j

)

≤ C
∞∑
k=1

(k + 1)2 d(k0+1) e
−δk+ c(k+1)(β+A−1

0 )
(

1
q+

1
p′

)
×
(∑
j∈N

|(k + 1)Bρ,j |
1
p |Bρ,j |

1
q′ ∥fv1/p∥ψ,(k+1)Bρ,j

∥gu1/q
′
∥ϕ,Bρ,j

)
,

where in the last inequality we use |(k + 1)Bρ,j | ≤ C (k + 1)d(k0+1) |Bρ,j |. For a
fixed k we apply the discrete version of the Hölder inequality with p > 1 and since

IMAL PREPRINT # 2024-0075
ISSN 2451-7100 
Publication date: December 27, 2024

Prep
rin

t



24 RAMSEYER, SALINAS, SOTTO RÍOS, AND TOSCHI

q′ < p′ and taking into account that Bρ,j ⊂ Bk,j
.
= B(xj , δ (k + 1)(k0+1)ρ(xj)) ,

with δ =
(
β(β +A−1

0 )
)(k0+1)

, we can get

∑
j∈N

|(k + 1)Bρ,j |
1
p |Bρ,j |

1
q′ ∥fv1/p∥ψ,(k+1)Bρ,j

∥gu1/q
′
∥ϕ,Bρ,j

≤
(∑
j∈N

|(k + 1)Bρ,j | ∥fv1/p∥pψ,(k+1)Bρ,j

)1/p(∑
j∈N

|Bρ,j |
p′
q′ ∥gu1/q

′
∥p

′

ϕ,Bρ,j

)1/p′

≤
(∑
j∈N

|(k + 1)Bρ,j | ∥(fχk,j)v1/p∥pψ,(k+1)Bρ,j

)1/p(∑
j∈N

|Bρ,j | ∥(gχk,j)u1/q
′
∥q

′

ϕ,Bρ,j

)1/q′

≤
(∑
j∈N

∫
Rn

∥(fχk,j)v1/p∥pψ,(k+1)Bρ,j
dx

)1/p(∑
j∈N

∫
Rn

∥(gχk,j)u1/q
′
∥q

′

ϕ,Bρ,j
dx

)1/q′

≤
∑
j∈N

(∫
Rn

(
Mψ̃((fχk,j)v

1/p)(x)
)p
dx

)1/p∑
j∈N

(∫
Rn

(
Mφ̃((gχk,j)u

1/q′)(x)
)q′

dx

)1/q′

.

Since the Agmon metric is continuous (see Lemma 2.3 in [1]) we can consider the
averages that de definition of the Orlicz Maximal involves and since both Young
functions ϕ and ψ are such that ϕ ∈ Bq′ and ψ ∈ Bp conditions, we can apply the

boundedness in Lp and Lq
′
respectively (see [9]).

So, since ∥g∥Lq′ (u) = 1 we conclude that∑
j∈N

|(k + 1)Bρ,j |
1
p |Bρ,j |

1
q′ ∥fv1/p∥ψ,(k+1)Bρ,j

∥gu1/q
′
∥ϕ,Bρ,j

≤
∑
j∈N

(∫
Rn

(fχk,j)(x)
p v(x) dx

)1/p∑
j∈N

(∫
Rn

(gχk,j)(x)
q′u(x) dx

)1/q′

≤
(∫

Rd

(∑
j∈N

χBk,j (x)

)
f(x)p v(x) dx

)1/p(∫
Rd

(∑
j∈N

χB̂j (x)

)
g(x)q

′
u(x) dx

)1/q′

≤ C(d, k0, β,N1) (k + 1)N1(k0+1) ∥f∥Lp(v) ∥g∥Lq′ (u)
≤ C (k + 1)N1(k0+1) ∥f∥Lp(v) .

where

Bk,j
.
= B(xj , δ (k + 1)(k0+1)ρ(xj)) ; B̂j

.
= B(xj , δ ρ(xj)) ,

with δ =
(
β(β +A−1

0 )
)(k0+1)

and N1 is provided by Proposition 5.5. So,∥∥Iαµ (|f |χQ(x,ρ(x))c)(x)
∥∥
Lq(u)

≤ C ∥f∥Lp(v)
∞∑
k=1

(k + 1)(2d+N1)(k0+1) e
−δk+ c(k+1)(β+A−1

0 )
(

1
q+

1
p′

)
.

Finally, the result for the global part of the operator is valid if we choose the
constant c such that

−δk + c(k + 1)(β +A−1
0 )

(
1

q
+

1

p′

)
< 0 ,

IMAL PREPRINT # 2024-0075
ISSN 2451-7100 
Publication date: December 27, 2024

Prep
rin

t



SPARSE APPROACH FOR THE TWO-NORM INEQUALITY OF Mγ
β AND Iγβ 25

or equivalent 8ckβ − δk < 0 ⇔ c < δ
8β , independent of p and q.

□

6. Examples

The Theorem 1.8 is an improvement over the analogous result found in [10] in the
sense that the weights do not need to satisfy a doubling property. In this direction

the following example presents a pair of weights belonging to Aγ,βp,q,ψ, where one of
them is not doubling.

Example 6.1. Let Ω = R+ and β ∈ (0, 1). Let 1 < p ≤ q < ∞, 0 ≤ γ < 1
such that γ − 1

p + 1
q = 0 and ψ be a Young function. Then the pair u(x) = 1 and

v(x) = e−e
1/x

belongs to Aγ,βp,q,ψ. Moreover, v is not doubling.

Let us consider Q ∈ Fβ . First, we note that
∥∥u1/q∥∥

q,Q
= 1 and

∥∥∥v1/p′∥∥∥
∞

≤ 1.

Now, since γ− 1
p+

1
q = 0, if we take λ0 = max{1, ψ(1)} then by the Young function’s

properties we get

1

|Q|

∫
Q

ψ

(
v1/p

′

λ0

)
≤ ψ


∥∥∥v 1

p′
∥∥∥
∞

λ0

 ≤ 1 ,

So,
∥∥∥v1/p′∥∥∥

p′,Q
≤ λ0, consequently (u, v) ∈ Aγ,βp,q,ψ.

On the other hand, we will see that v is not doubling. Suppose that this not
occur and let us take x > 0 and r = β

2x. If we denote B = B(x, r), B1 = B(x+ r
4 ,

r
4 )

and B2 = B(x+ 3r
4 ,

r
4 ), it is easy to see that B2 ⊂ 3B1 and it follows that

v(B2) ≤ v(3B1) ≤ Cv(B1) .

Furthermore, since v is increasing:

v(B2) ≥ Cxe−e
4

(4+β)x

v(B1) ≤ v(B(x, r)) = v(B(x, 4
r

4
)) ≤ Cv(B(x,

r

4
)) ≤ Cxe−e

8
(8+β)x

From which we conclude that

ee
8

(8+β)x−e
4

(4+β)x ≤ C

Since the left side tends to infinity as x approaches zero, we obtain a contradiction
from assuming that v is doubling.

In Theorem 1.8 we require that (u, v) ∈ Aγ,τp,q,ψ for to prove the boundedness of

Mγ
β for every β < τ . One question that arises is whether the classes of weights

satisfies certain openness condition on β. More precisely, (u, v) ∈ Aγ,βp,q,ψ implies

(u, v) ∈ Aγ,β+εp,q,ψ . The answer is negative, ever in the particular case of ψ(t) = tq, as
can be seen in the following example.
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Example 6.2. Let Ω = R+, 0 < β < τ < 1, 1 < p ≤ q∞ and 0 ≤ γ < 1 such

that γ = 1
p − 1

q We consider the weights u(y) = e
1−β
1+β q y and v(y) = ep y. Then

(u, v) ∈ Aγ,βp,q but however (u, v) /∈ Aγ,τp,q .

Let us consider x > 0 and l > 0 such that Q = (x−l, x+l) ⊂
(
(1−β)x, (1+β)x

)
,

that is Q ∈ Fβ . For each y ∈ Q we have that

u(y) ≤ e
1−β
1+β (x+l) q , v(y)−p

′/p ≤ e−(x−l) p′ .

So (
1

|Q|

∫
Q

u

) 1
q
(

1

|Q|

∫
Q

v−
p′
p

) 1
p′

≤ e
1−β
1+β (x+l)e−(x−l) ≤ 1 .

Since γ − 1
p +

1
q = 0 we get that (u, v) ∈ Aγ,βp,q .

Now we will see that (u, v) /∈ Aγ,τp,q . For this, we will consider a critical cube

Q =
(
(1− τ)x, (1 + τ)x

)
for some x > 0. Then |Q| = 2τ x and∫

Q

u =

∫ (1+τ)x

(1−τ)x
e

1−β
1+β q ydy =

1 + β

1− β

1

q

(
e

1−β
1+β (1+τ)q x − e

1−β
1+β (1−τ)q x

)
;

∫
Q

v−
p′
p =

∫ (1+τ)x

(1−τ)x
e−p

′ ydy =
1

p′

(
e−(1−τ)p′ x − e−(1+τ)p′ x

)
.

It is an exercise to show that for a given parameters a > b the inequalities

eax− ebx >
1

2
eax , e−bx− e−ax >

1

2
e−bx ,

holds for every x large enough.

With all this, taking into account that |Q|
1
q+

1
p′ = C x1−γ , for every sufficiently

large x we can estimates as follow(
1

|Q|

∫
Q

u

) 1
q
(

1

|Q|

∫
Q

v−
p′
p

) 1
p′

≥ C

|Q|
1
q+

1
p′

e
1−β
1+β (1+τ) x e−(1−τ) x = C

eMx

x1−γ
.

where M > 0 since the function ϕ(t) = 1−t
1+t is strictly decreasing. Finally, since

γ − 1
p +

1
q = 0, by considering x→ +∞ we can conclude that (u, v) /∈ Aγ,τp,q .

Although we have seen that the inclusion of the families of weights Aγ,βp,q can
be strict, it is also true that in some particular cases, for certain pairs of weights
u, v belonging to a class Aγ,βp,q , they can also satisfy the condition Aγ,β+εp,q . For this
implication to hold, it is sufficient to require that at least one of the weights doubles.

Example 6.3. Let 1 < p ≤ q < ∞, 0 < β < τ < 1, and a pair of weights
(u, v) ∈ Aγ,βp,q . If at least one of the weights is doubling, then (u, v) ∈ Aγ,τp,q .
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