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MULTILINEAR APPROXIMATE IDENTITIES GENERATED BY
HYPERMETRICS ON SPACES OF HOMOGENEOUS TYPE

HUGO AIMAR, IVANA GÓMEZ, AND JOAQUÍN TOLEDO

Abstract. The classical Newtonian potentials, defined in terms of metrics, give rise to

the basic family of kernels defining linear integral operators and posing the fundamental

problems of linear harmonic analysis. When the binary character of a metric on a set is

naturally generalized to the (k + 1)-ary character of hypermetric on the set, we obtain

families of kernels of k+1 variables leading to multilinear integral operators of order k or

k-linear operators. In this paper we consider the problem of multilinear approximation

to the multilinear identity through potentials built on hypermetrics in the general setting

of spaces of homogeneous type.

1. Introduction

In this paper we shall deal with special multilinear operators defined by kernels built

on higher order metrics or hypermetrics. A simple observation than can be taken as

starting point to illustrate the basic definitions is the following. The usual distance in

the real numbers R, given by |x − y| can be seen as a constant times the distance in

R
2 of the point (x, y) to the diagonal of R2. In fact given x ̸= y in R, the orthogonal

projection of (x, y) on the diagonal {(z, z) ∈ R
2 : z ∈ R} = △2 is the point

1
2
(x+y, x+y).

Hence if ρ(x, y) denotes the distance of the point (x, y) to △2, we have that ρ2(x, y) =(
x− (x+y)

2

)2
+
(
y − (x+y)

2

)2
= 1

2
|x− y|2. In other words |x− y| =

√
2ρ(x, y). If we have

m ≥ 2 real numbers {x1, . . . , xm} we can define in R
m a function ρ(x1, . . . , xm) as the

distance of the point (x1, . . . , xm) to the diagonal △m = {(z, . . . , z) : z ∈ R} in Rm. This

procedure can be carried over the setting of metric or quasimetric spaces. In this paper

we aim to explore some of the basic multilinear operators generated by these hypermetrics

on spaces of homogeneous type.

We shall consider here the problem of approximating the k-linear identity I(f1, . . . ,

fk)(x) =
∏k

i=1 fi(x) (see [Gra14]), through k-linear integral operators whose kernels are

given in terms of ρ(x, x1, . . . , xk) on a space of homogeneous type (X, d, µ), withm = k+1.

In the special case of α-Ahlfors regular spaces of homogeneous type, we give sufficient
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conditions on φ in order to prove that

1

J(x, ε)

∫
Xk

φ

(
ρ(x, x1, . . . , xk)

ε

) k∏
i=1

fi(xi)dµ(x1) . . . dµ(xk) (1.1)

tends to
∏k

i=1 fi(x) for almost every x ∈ X, when fi ∈ Lpi(X,µ) and 1 =
∑k

i=1
1
pi
,

1 < pi ≤ ∞, where J(x, ε) =
∫
Xk φ

(ρ(x,x1,...,xk)
ε

)
dµ(x1) . . . dµ(xk). When k = 1, we

have the classical linear case, see for example [Ste70]. The problem of boundedness of

multilinear maximal functions has been considered for different maximal type operators

including the Calderón bilinear maximal. See for example [Lac00], references therein and

[DTT08].

The paper is organized as follows. Section 2 is devoted to the definition and basic

properties of hypermetrics in spaces of homogeneous type. In Section 3 we prove that,

under suitable conditions on φ, the maximal operator associated to (1.1) is pointwise

bounded by a multilinear Hardy-Littlewood type maximal operator on the sections of ρ-

tubes about the diagonal of Xk+1. We also prove in Section 3 the boundedness properties

of this Hardy-Littlewood type operator in the general setting of spaces of homogeneous

type. Section 4 deals with the convergence of the means (1.1) to the multilinear identity

when ε tends to zero.

2. Hypermetrics

Let us recall that a quasi-metric space (X, d) is a setX with a function d : X×X → R≥0

that is symmetric, vanishing on the diagonal ofX×X, and only on the diagonal, satisfying

the generalized triangle inequality d(x, z) ≤ κ(d(x, y) + d(y, z)) for some constant κ ≥ 1

and every x, y and z in X. When κ = 1, (X, d) is a metric space. Actually as it was

proved in [MS79] and [Gus74], every quasi-metric space is metrizable and moreover, the

quasi-metric d is equivalent to a power of a metric. We shall write Bd(x, r) to denote the

ball centered at x with radius r > 0, i.e. Bd(x, r) = {y ∈ X : d(x, y) < r}.
Given a quasi-metric space (X, d) and a positive integer k the space (Xk+1, dk+1),

where Xk+1 = X × · · · ×X, k+1 times, and dk+1(x,y) = sup{d(xi, yi) : i = 0, 1, . . . , k},
with x = (x0, x1, . . . , xk) and y = (y0, y1, . . . , yk), is also a quasi-metric space with the

same triangle constant κ as (X, d). Set △k+1 to denote the diagonal of Xk+1. Precisely

△k+1 = {x ∈ Xk+1 : x0 = x1 = . . . = xk}. As usual the distance of a point x to a set E

is defined as the infimum of the distances of the point x to the points y ∈ E. We shall

say that the function ρ : Xk+1 → R≥0 given by ρ(x) = ρ(x0, . . . , xk) = dk+1(x,△k+1) =

infy∈△k+1
dk+1(x,y) is the hypermetric of order k + 1 on X induced by d.

In our analysis of multilinear operators defined by ρ we shall be specially interested

in the neighborhoods of the diagonal △k+1 of the type V (r) = {x ∈ Xk+1 : ρ(x) < r}.
In particular we shall deal with its sections obtained by fixing one of the components

2
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of x. Assume for example that we fix x ∈ X and consider the subset of Xk given by

E(x, r) = {(x1, . . . , xk) ∈ Xk : ρ(x, x1, . . . , xk) < r} which is the section at x of V (r).

Notice that since ρ(x0, x1, . . . , xk) = ρ(xσ(0), xσ(1), . . . , xσ(k)) for every permutation σ of

{0, 1, . . . , k}, we have that E(x, r) = E(xi, r) for every choice of i = 1, . . . , k. The balls

in (X, d) have a quantitative control of the sets E(x, r) that is given in the next result.

Lemma 2.1. Let κ be the triangular constant for d, then

k∏
i=1

Bd(x, r) ⊂ E(x, r) ⊂
k∏

i=1

Bd(x, 2κr)

for every x ∈ X and every r > 0.

Proof. Take (x1, . . . , xk) ∈
∏k

i=1Bd(x, r), then d(x, xi) < r, i = 1, . . . , k. And, of

course d(x, x) = 0 < r. So that ρ(x, x1, . . . , xk) ≤ dk+1 ((x, x1, . . . , xk), (x, x, . . . , x)) =

supi=1,...,k d(x, xi) < r, and (x1, x2, . . . , xk) ∈ E(x, r). Let us now check the second

inclusion. For (x1, . . . , xk) ∈ E(x, r) we have ρ(x, x1, . . . , xk) < r, hence for some

u ∈ X, dk+1 ((x, x1, . . . , xk), (u, u, . . . , u)) < r. From the definition of dk+1 we get

d(x, u) < r, d(x1, u) < r, . . . , d(xk, u) < r. Now, from the triangle inequality, d(xi, x) ≤
κ(d(xi, u) + d(u, x)) < 2κr, for i = 1, . . . , k. These inequalities prove that (x1, x2, . . . , xk)

belongs to
∏k

i=1Bd(x, 2κr). □

As usual, see [CW71, MS79] we shall say that (X, d, µ) is a space of homogeneous type

if (X, d) is a quasi-metric space and (X,µ) is a positive measure space on a σ-algebra

containing the d-balls, such that there exists a constant A for which 0 < µ(Bd(x, 2r)) ≤
Aµ(Bd(x, r)) < ∞ for every x ∈ X and every r > 0. We say that κ and A are the

geometric constants of (X, d, µ).

In a space of homogeneous type the above lemma provides estimates for the measures

of the sections E(x, r) of V (r). The results in [MS79] show that, if necessary, the quasi-

metric can be changed by another quasi-metric that is continuous. Hence the d-balls are

open in X, the tubes V (r) are open sets in Xk+1 and their sections E(x, r) are open sets

in Xk.

The next result follows immediately from Lemma 2.1.

Lemma 2.2. If (X, d, µ) is a space of homogeneous type such that the d-balls are open sets

and k is a positive integer, then (Xk, dk, µk), with µk the product measure on Xk, is a space

of homogeneous type with geometric constants κ and Ak. Moreover, the family E(x, r)

satisfies a doubling property 0 < µk (E(x, 2r)) ≤ Ãµk (E(x, r)) <∞, with Ã = (8κ)k log2 A.

When the space of homogeneous type is α-Ahlfors regular (see [Dav84]), for some

positive α, we have a uniform behavior for the measure of the sections E(x, r). Recall
3
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that (X, d, µ) is α-Ahlfors regular if there exist constants 0 < γ ≤ Γ <∞ such that

γrα ≤ µ (Bd(x, r)) ≤ Γrα

for every x ∈ X and every r > 0. Notice that every α-Ahlfors regular space is a space of

homogeneous type with A = 2α Γ
γ
. From Lemma 2.1 we immediately have the next result.

Lemma 2.3. If (X, d, µ) is α-Ahlfors regular, then µk (E(x, r)) ≃ rkα for every x ∈ X

and every r > 0. Precisely, c1r
kα ≤ µk(E(x, r)) ≤ c2r

kα with c1 = γk and c2 = (2κ)αkΓk.

3. Multilinear maximal estimates

In this section (X, d, µ) is an α-Ahlfors regular space which is complete in the metric

sense. Some of the results will be proved under more general hypotheses that we shall be

explicitly point out.

Given k-functions fi : X → R, the k-linear identity operator is defined on the vector

function (f1, f2, . . . , fk) by

I(f1, f2, . . . , fk)(x) =
k∏

i=1

fi(x).

From Hölder inequality we have that ∥I(f1, f2, . . . , fk)∥L1(X,µ) ≤
∏k

i=1 ∥fi∥Lpi (X,µ) when-

ever 1 =
∑k

i=1
1
pi
. In the search of approximations to I, through k-linear integral operators

concentrating their singularities about the diagonal △k+1 ok Xk+1, we consider kernels

of the form

Φr(x, x1, . . . , xk) =
1

J(x, r)
φ

(
ρ(x, x1, . . . , xk)

r

)
,

for r > 0, x ∈ X and (x1, . . . , xk) ∈ Xk, where

J(x, r) =

∫
Xk

φ

(
ρ(x, x1, . . . , xk)

r

)
dkµ(x1, . . . , xk).

The next result provides sufficient conditions on φ in order to get an estimate for J(x, r)

in terms of r > 0 uniformly in x ∈ X.

Lemma 3.1. Let φ : R≥0 → R≥0 be a nonincreasing function such that

0 < s(φ) =

∫ ∞

0

φ(t)tkα−1dt <∞,

then there exist two constants C1 and C2 depending only on k, γ, Γ and κ such that

C1s(φ) ≤
J(x, r)

rkα
≤ C2s(φ)

for every r > 0 and every x ∈ X.
4
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Proof. Take x ∈ X and r > 0, then for λ > 1

J(x, r) =
∑
j∈Z

∫
rλj≤ρ(x,x1,...,xk)<rλj+1

φ

(
ρ(x, x1, . . . , xk)

r

)
dkµ(x1, . . . , xk).

Hence from the nonincreasing condition on φ and Lemma 2.3

J(x, r) ≤
∑
j∈Z

φ
(
λj
) ∫

rλj≤ρ(x,x1,...,xk)<rλj+1

dkµ(x1, . . . , xk)

≤
∑
j∈Z

φ
(
λj
)
µk
(
E(x, rλj+1)

)
≤ Γk(2κ)αkrαk

∑
j∈Z

φ
(
λj
)
λkα(j+1)

=
λkαΓk(2κ)αkrαk

log λ

∑
j∈Z

∫ λj

λj−1

φ
(
λj
)
λkαj

dt

t

≤ λ2kαΓk(2κ)αkrαk

log λ

∑
j∈Z

∫ λj

λj−1

φ (t) tkα−1dt

= rkα
(
λ2kα

log λ

)
Γk(2κ)kαs(φ). (3.1)

Let us consider now the lower bound for J(x, r). From Lemma 2.1 we have that for

λ > 2κ,

E(x, rλj+1) \ E(x, rλj) ⊃
k∏

i=1

Bd(x, rλ
j+1) \

k∏
i=1

Bd(x, 2κrλ
j).

Now,

J(x, r) ≥
∑
j∈Z

φ
(
λj+1

)
µk
(
E(x, rλj+1) \ E(x, rλj)

)
≥
∑
j∈Z

φ
(
λj+1

)
µk

(
k∏

i=1

Bd(x, rλ
j+1) \

k∏
i=1

Bd(x, 2κrλ
j)

)
.

From the Ahlfors character of the space,

µk

(
k∏

i=1

Bd(x, rλ
j+1) \

k∏
i=1

Bd(x, 2κrλ
j)

)

= µk

(
k∏

i=1

Bd(x, rλ
j+1)

)
− µk

(
k∏

i=1

Bd(x, 2κrλ
j)

)

≥ γk(rλj+1)kα − Γk(2κrλj)kα

= rkαλkαj
[
γkλkα − Γk2kακkα

]
.

5

IMAL PREPRINT # 2026-0080
ISSN 2451-7100 
Publication date: February 6, 2026

Prep
rin

t



Hence, if we choose λ0 =
(1 + Γk(2κ)kα)

1
kα

γ
1
α

, we get

J(x, r) ≥ rkα
∑
j∈Z

φ(λj+1
0 )λkαj0

≥ rkα

(λkα0 )2
1

log λ0

∑
j∈Z

∫ λj+2
0

λj+1
0

φ(t)tkα
dt

t

≥ rkα

λ2kα0 log λ0
s(φ).

This inequality together with (3.1), with λ0 instead of λ, gives the result. □

Let us now introduce the k-sublinear maximal operator defined by the family {Φε :

ε > 0} of kernels

Φ∗(f1, . . . , fk)(x) = sup
ε>0

∫
Xk

Φε(x, x1, . . . , xk)
k∏

i=1

|fi(xi)|dµk(x1, . . . , xk). (3.2)

It is not difficult to show, applying the generalized Schur Lemma in [GT01], that for

fixed ε > 0 the operator
∫
Xk Φε(x, x1, . . . , xk)

∏k
i=1 |fi(xi)|dµk(x1, . . . , xk) is bounded from

Lp1× . . .×Lpk into Lq when
∑k

i=1
1
pi
= 1

q
with 1 < p1, . . . , pk, q <∞. The basic fact in the

search of pointwise convergence of
∫
Xk Φε(x, x1, . . . , xk)

∏k
i=1 |fi(xi)|dµk is the pointwise

boundedness of Φ∗(f1, . . . , fk)(x) by a Hardy-Littlewood multilinear operator built on

the sections E(x, r) of the neighborhoods of the diagonal △k+1. Precisely, the adequate

Hardy-Littlewood type maximal operator is defined by

M(f1, . . . , fk)(x) = sup
r>0

1

µk(E(x, r))

∫
E(x,r)

k∏
i=1

|fi(xi)|dµk(x1, . . . , xk) (3.3)

for measurable functions f1, . . . , fk on X. Let us start by stating and proving an upper

pointwise estimate of Φ∗ by M.

Theorem 3.2. Let (X, d, µ) be an α-Ahlfors regular space. Let φ : R≥0 → R≥0 be a

nonincreasing function satisfying 0 < s(φ) =
∫∞
0
φ(t)tkα−1dt < ∞. Then there exists a

constant C depending only on κ, γ, Γ, α and k such that

Φ∗(f1, . . . , fk)(x) ≤ CM(f1, . . . , fk)(x)

for every f1, . . . , fk measurable on X and for every x ∈ X.

Proof. Given ε > 0, as before we may decompose the domain of any of the integrals

defining Φ∗ in dyadic annuli to obtain by the monotonicity of the φ, Lemma 3.1 and

Lemma 2.3, the following basic estimate,

1

J(x, ε)

∫
Xk

φ

(
ρ(x, x1, . . . , xk)

ε

) k∏
i=1

|fi(xi)|dkµ(x1, . . . , xk)

6
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=
1

J(x, ε)

∑
j∈Z

∫
{(x1,...,xk):ε2j≤ρ(x,x1,...,xk)<ε2j+1}

φ

(
ρ(x, x1, . . . , xk)

ε

)∏
i=1

|fi(xi)|dkµ(x1, . . . , xk)

≤ 1

C1s(φ)

∑
j∈Z

φ
(
2j
) 1

εkα

∫
{(x1,...,xk):ε2j≤ρ(x,x1,...,xk)<ε2j+1}

k∏
i=1

|fi(xi)|dkµ(x1, . . . , xk)

≤ (2κ)kαΓk2kα

C1s(φ)

∑
j∈Z

φ
(
2j
)
2kαj

1

µk(E(x, ε2j+1))

∫
{ε2j≤ρ(x,x1,...,xk)<ε2j+1}

k∏
i=1

|fi(xi)|dkµ(x1, . . . , xk)

≤ (4κ)kαΓk

C1s(φ)

(∑
j∈Z

φ
(
2j
)
2kαj

)
M(f1, . . . , fk)(x).

Let us now notice that∑
j∈Z

φ
(
2j
)
2kαj =

∑
j∈Z

1

log 2

∫ 2j

2j−1

φ(2j)2kαj
dt

t

≤ 2kα

log 2

∑
j∈Z

∫ 2j

2j−1

φ(t)tkα
dt

t

=
2kα

log 2

∫ ∞

0

φ(t)tkα−1dt

=
2kα

log 2
s(φ),

and the result is proved with constant C = (8κ)kαΓk

C1 log 2
. □

From Lemma 2.1 we easily obtain the pointwise boundedness of M(f1, . . . , fk)(x) in

terms of the standard Hardy-Littlewood maximal operator on (X, d, µ) acting on each fi,

i = 1, . . . , k,

Mfi(x) = sup
r>0

1

µ(Bd(x, r))

∫
Bd(x,r)

|fi(y)| dµ(y).

Proposition 3.3. Let (X, d, µ) be a space of homogeneous type with doubling constant

A, then

M(f1, . . . , fk)(x) ≤ (2κ)k log2 A

k∏
i=1

Mfi(x).

Proof. From Lemma 2.1, for each x ∈ X and each r > 0, we have

1

µk(E(x, r))

∫
E(x,r)

k∏
i=1

|fi(xi)|dµk(x1, . . . , xk)

≤ 1∏k
i=1 µ(Bd(x, r))

∫
∏k

i=1 Bd(x,2κr)

k∏
i=1

|fi(xi)| dµ(x1) . . . dµ(xk)

7
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=
k∏

i=1

1

µ(Bd(x, r))

∫
Bd(x,2κr)

|fi(xi)| dµ(xi)

≤ (2κ)k log2 A

k∏
i=1

Mfi(x).

□

Theorem 3.2, the estimate obtained in Proposition 3.3, Hölder inequality and the

boundedness ofM in the spaces Lq(X,µ) for q > 1, give the basic boundedness properties

of Φ∗ on Lebesgue spaces.

Theorem 3.4. Let (X, d, µ) be an α-Ahlfors regular space and φ : R≥0 → R≥0 be a

nonincreasing function such that 0 < s(φ) =
∫∞
0
φ(t)tkα−1dt < ∞. Let 1 < pj ≤ ∞,

j = 1, . . . , k and 1 =
∑k

j=1
1
pj
. Then there exists a constant C depending on γ, Γ, α, k

and the pj’s such that

∥Φ∗(f1, . . . , fk)∥L1(X,µ) ≤ C
k∏

j=1

∥fj∥Lpj (X,µ)

holds for every measurable functions f1, . . . , fk on X.

4. The approximation to the multilinear identity

In this section we shall prove the following result.

Theorem 4.1. Let (X, d, µ), be a complete α-Ahlfors regular space. Let k be an integer

larger than or equal to one. Let φ : R≥0 → R≥0 be a nonincreasing function such that

0 < s(φ) =
∫∞
0
φ(t)tkα−1dt < ∞. Let 1 < pj ≤ ∞, j = 1, . . . , k, satisfying 1 =

∑k
j=1

1
pj
.

Then

lim
ε→0

∫
Xk

Φε(x, x1, . . . , xk)

∣∣∣∣∣
k∏

j=1

fj(xj)−
k∏

j=1

fj(x)

∣∣∣∣∣ dkµ(x1, . . . , xk) = 0,

for almost every x ∈ X and every fj ∈ Lpj(X,µ), j = 1, . . . , k.

The main tool, as in the linear case, is the boundedness of Φ∗ obtained in Theorem 3.4.

Let us start by stating and proving two auxiliary lemmas.

Lemma 4.2. Let {ai : i = 1, . . . , k} and {bi : i = 1, . . . , k} be two finite sequences of real

numbers with length k. Then

k∏
i=1

ai −
k∏

i=1

bi =
k∑

i=1

(ai − bi)
( k∏
j=i+1

aj

)(i−1∏
l=1

bl

)
.

8
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Proof. We proceed by induction on k. For k = 2, we have a1a2 − b1b2 = (a1 − b1)a2 +

b1(a2 − b2). Assume now that the formula holds true for k. Let us prove it for k + 1,

k+1∏
i=1

ai −
k+1∏
i=1

bi =
( k∏
i=1

ai

)
ak+1 −

( k∏
i=1

bi

)
bk+1

=
( k∏
i=1

ai −
k∏

i=1

bi

)
ak+1 +

k∏
i=1

bi(ak+1 − bk+1)

=
k∑

i=1

(ai − bi)
(i−1∏

l=1

bl

)( k+1∏
j=i+1

aj

)
+
( k∏
i=1

bi

)
(ak+1 − bk+1)

=
k+1∑
i=1

(ai − bi)
( k+1∏
j=i+1

aj

)(i−1∏
l=1

bl

)
.

□

Lemma 4.3. Let (X, d, µ), k and φ as in Theorem 4.1. Let ψj, j = 1, . . . , k be k real

compactly supported and continuous functions defined on X. Then

lim
ε→0

∫
Xk

Φε(x, x1, . . . , xk)

∣∣∣∣∣
k∏

j=1

ψj(xj)−
k∏

j=1

ψj(x)

∣∣∣∣∣ dkµ(x1, . . . , xk) = 0,

for every x ∈ X.

Proof. Notice first that the function
∏k

j=1 ψj(xj) defined on Xk is continuous and com-

pactly supported. Then given η > 0, there exists σ > 0 such that |
∏k

j=1 ψj(xj) −∏k
j=1 ψj(x)| < η whenever (x1, . . . , xk) ∈

∏k
i=1Bd(x, σ) or equivalently xj ∈ Bd(x, σ).

With this value of σ, let us split the integral in the following way∫
Xk

Φε(x, x1, . . . , xk)

∣∣∣∣∣
k∏

j=1

ψj(xj)−
k∏

j=1

ψj(x)

∣∣∣∣∣ dkµ(x1, . . . , xk)
≤ 1

J(x, ε)

∫
∏k

i=1 Bd(x,σ)

φ

(
ρ(x, x1, . . . , xk)

ε

) ∣∣∣∣∣
k∏

j=1

ψj(xj)−
k∏

j=1

ψj(x)

∣∣∣∣∣ dkµ(x1, . . . , xk)
+

2
∏k

j=1 ∥ψj∥L∞(X,µ)

J(x, ε)

∫
Xk\

∏k
i=1 Bd(x,σ)

φ

(
ρ(x, x1, . . . , xk)

ε

)
dkµ(x1, . . . , xk).

The first term above is bounded by η. In order to show that the second term is bounded by

η taking ε small enough, notice first that from Lemma 2.1 we have that Xk\
∏k

i=1Bd(x, σ)

is contained in Xk \ E(x, σ
2κ
). Hence, from Lemma 2.3 and 3.1,

2
∏k

j=1 ∥ψj∥L∞(X,µ)

J(x, ε)

∫
Xk\

∏k
i=1 Bd(x,σ)

φ

(
ρ(x, x1, . . . , xk)

ε

)
dkµ(x1, . . . , xk)
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≤
2
∏k

j=1 ∥ψj∥L∞(X,µ)

J(x, ε)

∫
ρ(x,x1,...,xk)≥

σ
2κ

φ

(
ρ(x, x1, . . . , xk)

ε

)
dkµ(x1, . . . , xk)

≤
2
∏k

j=1 ∥ψj∥L∞(X,µ)

J(x, ε)

∑
i≥log2

σ
2κε

−1

∫
2i≤ ρ(x,x1,...,xk)

ε
<2i+1

φ

(
ρ(x, x1, . . . , xk)

ε

)
dkµ(x1, . . . , xk)

≤ 2
k∏

j=1

∥ψj∥L∞(X,µ)

∑
i≥log2

σ
2κε

−1

φ(2i)
µk(E(x, ε2i+1))

J(x, ε)

≤ 2
k∏

j=1

∥ψj∥L∞(X,µ)

2kα(2κ)kαΓk

C1s(φ)

∑
i≥log2

σ
2κε

−1

φ(2i)2ikα

≤ 2
k∏

j=1

∥ψj∥L∞(X,µ)

2kα(2κ)kαΓk

C1s(φ)

1

log 2

∫ ∞

log2
σ
2κε

−1

φ(t)tkα−1dt,

which tends to zero for ε→ 0, since s(φ) =
∫∞
0
φ(t)tkα−1dt is finite. □

We are now in position to prove Theorem 4.1.

Proof of Theorem 4.1. Let us start noticing that it suffices to show that for fj ∈ Lpj(X,µ)

and every m ≥ 1,

µ

({
x ∈ X : lim sup

ε→0

∫
Xk

Φε(x, x1, . . . , xk)

∣∣∣∣∣
k∏

j=1

fj(xj)−
k∏

j=1

fj(x)

∣∣∣∣∣ dµk(x1, . . . , xk) >
1

m

})
= 0.

Now, from Lemma 4.3, with ψ1, . . . , ψk compactly supported continuous functions, we

have that the above set is contained in{
x ∈ X : lim sup

ε→0

∫
Xk

Φε(x, x1, . . . , xk)

∣∣∣∣∣
k∏

j=1

fj(xj)−
k∏

j=1

ψj(xj)

∣∣∣∣∣ dkµ(x1, . . . , xk)
+ lim sup

ε→0

∫
Xk

Φε(x, x1, . . . , xk)

∣∣∣∣∣
k∏

j=1

ψj(xj)−
k∏

j=1

ψj(x)

∣∣∣∣∣ dkµ(x1, . . . , xk)
+

∣∣∣∣∣
k∏

j=1

ψj(x)−
k∏

j=1

fj(x)

∣∣∣∣∣ > 1

m

}

⊂
{
x ∈ X : sup

ε>0

∫
Xk

Φε(x, x1, . . . , xk)

∣∣∣∣∣
k∏

j=1

fj(xj)−
k∏

j=1

ψj(xj)

∣∣∣∣∣ dkµ(x1, . . . , xk) > 1

2m

}

∪
{
x ∈ X :

∣∣∣∣∣
k∏

j=1

ψj(x)−
k∏

j=1

fj(x)

∣∣∣∣∣ > 1

2m

}
:= A ∪B.

10

IMAL PREPRINT # 2026-0080
ISSN 2451-7100 
Publication date: February 6, 2026

Prep
rin

t



Let us first show that the measure of B can be made as small as desired by an appropriate

choice of ψ1, . . . , ψk. From Lemma 4.2 we have

µ(B) ≤ 2m

∫
X

∣∣∣∣∣
k∏

j=1

fj(x)−
k∏

j=1

ψj(x)

∣∣∣∣∣ dµ(x)
≤ 2m

k∑
j=1

∫
X

∣∣∣∣∣(fj(x)− ψj(x))

(
k∏

i=j+1

fi(x)

)(
j−1∏
l=1

ψl(x)

)∣∣∣∣∣ dµ(x).
Now, from Hölder’s inequality,

µ(B) ≤ 2m
k∑

j=1

∥fj − ψj∥Lpj (X,µ)

(
k∏

i=j+1

∥fi∥Lpi (X,µ)

)(
j−1∏
l=1

∥ψl∥Lpl (X,µ)

)
,

which is small if we choose ψj as close as needed to fj in the Lpj(X,µ) norm. For the

bound of A we shall use Theorem 3.4. In fact, applying again Lemma 4.2, we have

A =

{
x : lim sup

ε→0

∫
Xk

Φε(x, x1, . . . , xk)

∣∣∣∣ k∑
j=1

(fj(xj)− ψj(xj))
k∏

i=j+1

fi(xj)

j−1∏
l=1

ψl(xj)

∣∣∣∣dkµ > 1

2m

}

⊂
{
x : lim sup

ε→0

k∑
j=1

∫
Xk

Φε(x, x1, . . . , xk)|fj(xj)− ψj(xj)|
k∏

i=j+1

|fi(xj)|
j−1∏
l=1

|ψl(xj)|dkµ >
1

2m

}

⊂
{
x :

k∑
j=1

Φ∗(ψ1, . . . , ψj−1, fj − ψj, fj+1, . . . , fk)(x) >
1

2m

}

⊂
k⋃

j=1

{
x : Φ∗(ψ1, . . . , ψj−1, fj − ψj, fj+1, . . . , fk)(x) >

1

2km

}
.

So that, from Chebychev inequality and Theorem 3.4,

µ(A) ≤ 2km
k∑

j=1

∥Φ∗(ψ1, . . . , ψj−1, fj − ψj, fj+1, . . . , fk)∥L1(X,µ)

≤ 2kmC
k∑

j=1

∥ψ1∥Lp1 . . . ∥ψj−1∥Lpj−1∥fj − ψj∥Lpj ∥fj+1∥Lpj+1 . . . ∥fk∥Lpk

Choosing ψj with ∥fj−ψj∥Lpj small enough for j = 1, . . . , k we get the desired result. □

References

[CW71] Ronald R. Coifman and Guido Weiss, Analyse harmonique non-commutative sur certains es-

paces homogènes, Lecture Notes in Mathematics, Vol. 242, Springer-Verlag, Berlin-New York,

1971, Étude de certaines intégrales singulières. MR 499948
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[MS79] Roberto A. Maćıas and Carlos Segovia, Lipschitz functions on spaces of homogeneous type,

Adv. in Math. 33 (1979), no. 3, 257–270. MR 546295

[Ste70] Elias M. Stein, Singular integrals and differentiability properties of functions, Princeton Math-

ematical Series, No. 30, Princeton University Press, Princeton, NJ, 1970. MR 290095

Acknowledgements. This work was supported by Consejo Nacional de Investigaciones

Cient́ıficas y Técnicas-CONICET in Argentina, Grant PIP-2021-2023-11220200101940CO.
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